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ABSTRACT 

 

Brunswik read Shannon's Mathematical Theory of Communication 

(1949) intensively, and his copy of the book has recently been 

obtained. His notes and underlinings reveal much about his 

attitudes toward information theory and to cognitive issues. In 

addition, notes on other books included as loose slips reveal his 

concerns with unified science, with the place of measurement and 

statistics within science, and with extensions of his theory. 
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Shannon’s 1949 book: 

 

 Seminal text of information theory 

 

 Used by Brunswik in Conceptual Framework of Psychology (1952): 

“Shannon’s diagram showing the fanning out of ‘reasonable causes’ (messages, 

inputs) for a given ‘high probability received signal” or effect, and of ‘reasonable 

effects’ (signals, outputs) from a given ‘high probability message’ (or cause) ‘in a 

channel,’ bears formal resemblance to the present writer’s diagram showing the 

univocal and equivocal types of ‘coupling between intra- and extraorganismic 

regions’ which can also be read into our diagram of the lens model.” (p. 91) 







Shannon, p. 35 



p. 41 



Conceptual 

Foundations 

(1952), p. 92 



Perhaps more interesting: Inserted notes on  

 

 WORKS READ BY BRUNSWIK 

Alfred J. Lotka (1925), Elements of Physical Biology 

George Kingsley Zipf (1949), Human Behavior and the Principle of Least Effort 

D’Arcy W. Thompson, (1942), On Growth and Form (2nd edn, 2 vols.) 

W.M. Smart (1938), Stellar Dynamics 

And others, briefly noted: 

 

Ernst Mach (1902), Science of Mechanics (as quoted by Thompson), 

 

 Boltzmann 

 

   Clausius 





















Some Common Themes: 

 

 Relation of Organism & Environment 

 

 Possible use of physical energy concepts 

 

 Use of probability in thermodynamics: 

 

  Microstatistical vs. Macrostatistical 

 

Methodological: 

 

 Unity of Science 

 

 Probabilistic & Statistical Analysis 



These themes converge in Shannon’s book: 

 

 Information, H, is an entropy measure 

 

 Correlation of Environment & Organism (as Channel, as Receiver, etc.) 

 

 Macrostatistical approach 

 

 Importance of Redundancy; “Nature takes payment by requiring just 

  that much uncertainty …” (p. 39) [limiting information to 

  channel  capacity, C] 



Conclusions: 

 

 Brunswik searching for broader synthesis 

 

 Can see why both 1952 and 1956 books end with account of Shannon 

 

 Can see relation of  

 

  Vicarious Functioning to Redundancy 

 

  Lens Model to Communication Theory 

 

  Probabilistic Functionalism to Unified Sciences 


