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It is a great pleasure to present again a rich Brunswik Society Newsletter. This 
issue covers subjects from the past, going back to the history of the lens model (see 
Wieser), through to modern life (see Hall & Pennington).  

Unfortunately, this year the Brunswik expert Berndt Brehmer passed away. In 
his honor, several contributions refer to his work. Dhami’s contribution presents 
Brehmer’s research on Interpersonal Conflict Theory. Araújo founded his research 
project on Brehmer’s work. In Hamm’s contribution you will find a tool for controlling 
cue-cue intercorrelations or simply for doing research in line with Brehmer. We hope 
that reading this issue of the Brunswik Newsletter will help researchers learn more 
about Brunswik’s theory and become inspired by Brehmer’s wonderful legacy.  

Beside these contributions, this year a contribution (see Zlatkin-
Troitschannskaia and team) is included that looks for collaboration in relation to 
Brunswik knowledge – indicating the relevance and interest in Brunswik research.  

We hope that the richness of the contributions included in this year‘s Newsletter 
inspires further thoughts, links and discussions for further research.  

To keep-up with the Brunswik Society, please follow the Brunswik Society 
mailing list, which you will find at: www.brunswik.org - we are looking forward to 
hearing your thoughts, ideas, etc., using this list. 

 

Many thanks to all authors for their contributions! 

 

Sincerely, 
Esther Kaufmann, James A. Athanasou and Robert M. Hamm 

 

Thank you to Tom Stewart, the webmaster of the Brunswik Society, for 
providing web access to the Newsletter.  
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Community Nurses’ Judgment and Decision Making  
for Managing Venous Leg Ulceration: A Judgment Analysis 

__________________________________________________________ 
 

 
Una Adderely 

School of Heathcare, University of Leeds, 
UK 

 
Carl Thompson 

Department of Health Sciences, York University, 
UK 

 
Contact: u.adderley@leeds.ac.uk / Carl.thompson@york.ac.uk 

 
We explored how community nurses manage the uncertainty associated with 

diagnosing and treating venous leg ulceration. Despite being an important part of 
community nurses’ workload (Posnett & Franks, 2008), quality of diagnosis and 
treatment is variable and often below that which should be expected (Royal College of 
Nursing, 2008; Srinivasaiah et al., 2007; Vowden & Vowden, 2009). 

We took a Brunswikian approach because clinical judgment occurs in uncertain 
environments which bear little resemblance to controlled experimental settings. We 
sought to understand the relationship between the nurses, the cues in the clinical 
environment, and their judgment accuracy (Goldstein, 2007). Leg ulcer management 
involves tasks such judging whether to carry out certain tests, interpreting the results, 
how to present information to the patient, and when to commence therapy. Accuracy 
was likely to depend on a nurse’s ability to prioritise relevant information and disregard 
the irrelevant (Cooksey, 1996).  

We used Judgment Analysis to explore the performance of 36 community 
nurses. In order to achieve a representative sample of judges (Cooksey, 1996) we 
recruited 18 tissue viability specialist nurses and 18 generalist community nurses who 
made these sorts of judgments in real life and thus had a high level of familiarity with 
the task. Task congruence was assured by creating a representative sample of the 
clinical environment. This was using 110 clinical scenarios generated from real patient 
cases. The proportions of different types of leg ulcer mirrored the UK leg ulcer 
population and each written scenario was accompanied by a photograph of the wound 
to add visual information. 

The nurses viewed the scenarios online and made a diagnosis and a treatment 
judgment for each scenario. These judgments provided the data for the subject side of 
a double system lens model (Cooksey, 1996). A nominal group (Black, 2006) 
consensus panel was formed which consisted of four community tissue viability nurses 
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with advanced relevant clinical and research experience. These nurses were asked to 
independently complete the judgment task before they met for the consensus panel. At 
the consensus panel meeting they were presented with each scenario, informed of 
their range of individual answers and asked to agree a group answer. Any 
disagreements were resolved by discussion. These consensus judgments were used 
to provide the ‘ecology’ data for the left side of the lens model. 

Logistic regression models were constructed to examine nurses’ use of the 
information in the scenarios (Cooksey, 1996; Stewart, 2004). Differences between 
generalist and specialist tissue viability nurses and between nurses with different 
levels of education were explored using paired t-testing and ANOVA (Field, 2005). 

Re for diagnosis was 0.63, indicating that the nurses could be reasonably 
expected to have an Ra of up to 0.63. The nurses achieved an overall accuracy of 
0.48. For the treatment judgment, the predictability was 0.88 so there was less 
uncertainty, but the nurses achieved an accuracy of only 0.49. For both judgments, the 
specialist nurses were more accurate than the generalist nurses. Level of education 
was not a predictor of better accuracy. 

The nurses gave the appropriate weight to the most important diagnostic cue 
but under-weighted other important cues and over-weighted less important cues. For 
the treatment judgment, the nurses gave insufficient weight to the most important cues 
but over-weighted less important cues. 

In this study the judgments of both generalist and specialist community nurses 
were not as accurate as they could be. It was particularly surprising that treatment 
judgments were no more accurate than diagnosis judgments, despite there being less 
uncertainty in the treatment clinical environment. This might be related to the cue 
weights but this does not explain why specialist nurses were more accurate than 
generalist nurses. 

Our study is innovative in being the first judgment analysis study to focus on 
tissue viability, community nurses and the impact of expertise on the management of 
leg ulceration. Our study is also the first judgment analysis study in nursing to use 
photography to enhance representativeness. The use of computerised simulation 
enabled the presentation of a larger number of scenarios than standard methods 
would have permitted, thus we were able to generate more stable logistic regression 
estimates. We do not know whether digital presentation impacted on participants’ 
performance. Future Judgment Analysis studies might like to consider the tradeoff 
between presenting sufficient scenarios to achieve stable logistic regression estimates 
and the demands on the participants associated with the manner in which the 
scenarios are presented. We also used a much larger number of cues than the 7 (+) 
cues recommended for Judgment Analysis research (Cooksey, 1996; Miller, 1956). It 
has been suggested that even when many cues are available, participants typically 
use fewer than 10 cues (Roose & Doherty, 1976). The results of this thesis support 
these findings. 

This study exposed the complexity of the clinical environment surrounding the 
management of leg ulceration and to set out models for diagnostic judgment and 
treatment choices for venous leg ulceration. These models provide a starting point for 
developing robust strategies for supporting community nurses’ judgment and decision 
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making. Such strategies will require investigation to assess their potential usefulness 
but they offer the possibility of more clinically and cost effective care for patients with 
venous leg ulcers  

References: 
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A Competency based Approach to Recruitment Decisions:  
Through the Axes of the ‘How’ and the ‘What’ 

________________________________________________________ 
 

 
Ajanta Akhuly 

Indian Institute of Technology, Bombay, 
India 

 
Contact: ajanta.iitb@gmail.com 

 
My interest in Brunswik’s Lens model was elicited in my doctoral dissertation 

which was titled “A Competency Based Approach to Recruitment Decisions: From the 
Lens Model to the Practice Turn” (Akhuly, 2013). The dominant interest of the thesis 
has been to understand how recruiters arrive at hiring decisions. “Decision making” 
was argued to be the most important phenomenon in personnel selection because 
recruitment is essentially a decision making process. Thus, this work found itself at the 
interface of Human Resource Management and decision making.  

For the sake of deploying a Brunswikian lens model, a competency based 
approach was adopted to generate the predictors on the basis of which candidates are 
chosen. Qualitative interviews were conducted to identify competencies that recruiters 
look for while hiring Human Resource (HR) professionals. An analysis of the interviews 
showed that HR incumbents should possess three major competencies (people, 
individual and business orientation) with background being an important indicator in 
the Indian context. Based on the qualitative study, a field experiment was designed on 
the basis of the Lens model (for full paper, see Akhuly & Gupta, 2014). Vignettes were 
designed where each vignette is a combination of all the 4 competencies identified 
varied at a “high” or “low” level. These 16 vignettes were administered to another set 
of thirty five HR professionals. A five point rating scale was used to report the certainty 
of recruiting the hypothetical candidates on each vignette. After they arrived at a 
decision for all the 16 vignettes, they had to rank order a set of competencies they 
thought important. 

The results of ANOVA (people, individual & business have significant main 
effect and interaction effects) explicated that possessing some competencies 
increases an HR’s certainty of getting recruited. Cluster analysis was done to find out 
judges who have similar decision making patterns. In the overall sample four clusters 
were formed. Estimates of model-fit of the binary logistic regression carried out on 
each cluster showed how each cluster was in fact different from the other clusters. As 
a measurement of accuracy, cues that were given importance during the judgment 
task (weights obtained in logistic regression) were compared with cues that were 
thought to be important (weights obtained from ranking competencies). Results taken 
together show that the way interviewers actually evaluate candidates may differ from 
the way in which they believe they evaluate. The coefficient of inter-rater reliability 
indicated “poor” extent of agreement among judges. Most of the estimates calculated 
in this study (for example, mapping what they think with what they do; inter-rater 
agreement) adhere to coherence as a criterion of decision making. Results of this 
study were interpreted in light of Brunswik’s Lens model.  
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In some sense, in order to push my boundaries of thinking, the aspiration of the 
dissertation has been to understand the “nature” of decision making. An attempt to 
elucidate what might be called the ‘inherent properties’ of decision making. In order to 
grapple with this, I tried to delineate what the lens model does in terms of its 
methodology, in terms of its philosophy (the strands of decision making that it pulls 
out) and in terms of its operationalization. The anxiety about which strands of decision 
making the lens model can throw light on is reflected by Brehmer and Brehmer’s 
observation, “It is far from clear what kinds of questions have been asked about the 
nature of human judgment in studies of policy capturing and what kinds of questions 
can be answered from the existing results. Indeed, it is not even clear that all (or even 
a majority) of the studies actually ask any fundamental questions at all about the 
nature of human judgment …” (1988 cited in Cooksey, 1996, p. 58). 

If I attempt to highlight some of the properties of decision making that the lens 
model reflects which I have encountered in my study. First and foremost being the 
Lens model’s essential premise of the linearity assumption where both environments 
and judges are often well modeled by linear functions (Karelaia & Hogarth, 2008). 
While Gigerenzer and Kurz (2001) argue that linear models do not, per se, specify the 
cognitive processes, Katsikopoulos (2009) counter-argues that, “weighting and 
summing cues can be seen as processes… cues are first weighted in decreasing 
order of some subjective measure of importance, and then cues are summed in 
decreasing order of weight”. The second important property is Brunswik’s emphasis on 
the importance of “perception” in judgment (Harvey, 2001). While, the role of 
perception lies in the judge’s ability to infer the unseen from the ”seen”, thinking on the 
other hand, was described as certainty-geared, machine-like. Decision making was 
one domain of reasoning that Brunswik saw as cutting across the dichotomy of 
perception and thinking (Doherty & Kurz, 1996). Finally, if the quintessence of decision 
making is about choice, then we always want to know whether that choice was right or 
wrong, i.e., whether the judgment itself was right or wrong. Hammond’s claim is that 
conclusions about the competence of judgments and decisions will depend upon the 
selection of coherence or correspondence as the criterion (Hammond, 2008 cited in 
Dunwoody, 2009). Researchers in the Brunswikian tradition tend to emphasize the 
correspondence of judgment with ecological criteria (Hammond, 2007 cited in 
Dunwoody, 2009).  

Though the points that I have summarized are in no sense exhaustive, and my 
comprehension of the Lens model is way too inadequate. However, I was still invested 
in understanding the “nature of decision making”. During that time I had stumbled upon 
W. T. Stace’s (1920) “A Critical History of Greek Philosophy”. Stace (1920, p. 274) 
elaborates that Matter and Form are the fundamental categories of Aristotle's 
philosophy. First of all, matter and form are inseparable. We think of them as separate 
in order to understand them clearly (Stace, 1920, p. 275). The form includes all the 
qualities of the thing. The matter is what has the qualities. For the qualities are all 
universals. A thing without qualities cannot exist, nor qualities without a thing. And this 
is the same as saying that form and matter cannot exist separately (Stace, 1920, p. 
278). For example, we know that there are no such things as squares, circles, and 
triangles. There are only square objects, circular objects, etc. Geometry is quite right 
to treat shapes as if they existed by themselves, but it is nevertheless dealing with 
mere abstractions (Stace, 1920, p. 275). For the purpose of the dissertation, I had 
attempted to think about the phenomenon of “decision making” through two axes: the 
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“what” and the “how” question. I have argued that the “what” and the “how” are 
intricately intertwined like “matter” and “form".  

I am not sure if I am drawing the analogy correctly from Aristotle, but if we think 
of “recruitment” as the “matter” and “decision making” as the process / “form”. Since 
“decision making” is a process it needs a content/context on which it has to operate. 
The context of “decision making” can be anything (personnel selection, consumer 
decision making, marriage). But, whatever may be the context one cannot talk about 
the “process” of decision making without talking about the context for which the 
decision is made. It’s a bit like “matter” (recruitment scenario) and “form” (the process 
of making decisions) where one cannot exist without the other. Another way to think 
about this project is in terms of the “what” and the “how” question. Very simply put, if I 
ask the recruiters “what” they look for in candidates while hiring? (they immediately 
start talking in terms of competencies). But when I ask “how” do you know, they start 
elaborating the process. The “what” is the content, without the “what” the “how” is just 
not possible. However, the “what” and the “how” question is distinctly different.  

Within the lens model paradigm there is definitely a certain emphasis on “what” 
constitutes the “true” state (in our case the person to be recruited). As documented in 
Maule (2001), Dhami and Harries argue that, “any situation, object, or person that is to 
be judged can be represented in terms of a number of different cues, each varying in 
terms of the extent to which they reflect the “true” state. Judgment involves identifying 
and integrating this information, weighting and evaluating one or more cues to arrive at 
an overall evaluation”. Most often we want to know “what” actually matters. In our 
study, the “what” question was answered by decomposing the judgments through 
methods such as ANOVA, cluster analysis and binary logistic regression to find out 
which competencies really matter while hiring.  

I have a lingering feeling that the strands that constitute the “nature” of decision 
making within the lens model paradigm, has revolved more around the “what” rather 
than the “how” question. I think that if we deal with these two questions separately (the 
“what” and the “how”), we may be able to dissect the confusions that have risen 
related to the “nature” of decision making. Though these two questions look incredibly 
simple and very obvious, however, there might be value in thinking about them 
separately.  
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__________________________________ 

 
 

Duarte Araújo 

CIPER, Faculdade de Motricidade Humana, Spertlab, Universidade de Lisboa,  
Portugal 

 
Contact: daraujo@fmh.ulisboa.pt 

 
This contribution for the Brunswik Society Newsletter is a re-arrangement of 

certain parts of the article: 

 Araújo, D. and Davids, K. (in press). Towards a theoretically-driven model of 
correspondence between behaviours in one context to another: Implications for 
studying sport performance. International Journal of Sport Psychology. 

Nearly a decade ago we published an experiment on decision making in the 
sport of sailing, where the task for participants was to perform in a computerised, 
simulated regatta (Araújo, Davids, & Serpa, 2005). The conceptual foundations of the 
study were based on Brehmer’s work (e.g., Brehmer, 1996), which has demonstrated 
the external validity of performing on computer simulations, where external validity is 
the degree to which the results can be generalized to other samples and situations. In 
our case, external validity was obtained with a high correlation between the level of 
expertise of the sailors and their performance on the sailing simulator.  

However, the measurement of “Brunswik’s” representativeness can be very 
difficult in many situations, such as those of direct competition with an opponent or 
opposing team in sport (e.g., Araújo et al., 2007). For example, how is it possible to 
know in advance the composition of an adversary team? Sport analysts may 
speculate, but they cannot calculate the precise ecological validity of cues, their 
interrelation, and the overall uncertainty of a future competitive game, without knowing 
which cues will be perceived by performers. 

Another point that demands an approach that goes beyond Brunswik’s (1956) 
“representative design” is that by randomly sampling cues in an environment, the 
researcher may be excluding those unique cues that are available for attuned, expert 
participants. This means that, more than sampling cues in an environment, it may be 
more relevant to select affordances (i.e., possibilities for action). For Brunswik, how 
the individual acts was not very relevant. Brunswik, as well as his influential co-author 
Edward C. Tolman (e.g., Tolman & Brunswik, 1935), clearly rejected the so-called 
molecular approaches and the particular behaviours of organisms were not a key 
issue. What mattered for them were the consequences of the behavior (the molar 
level), i.e., what the organisms were getting at, not how they were getting there (see 



 

  
  

12 

also Goldstein, 2004, p. 40). For sport scientists, as well as for Gibsonian ecological 
psychologists, the problem of “how to act” in a given situation is a major concern, 
given that the structure of action is an expression of goal-directness. 

The representative task as a “modified environment” implies a specific 
adaptation of the athlete, since both contexts (the representative task and the 
performance context) may have different affordances (Araújo et al., 2007). This implies 
a theoretical change, from understanding an environment that interacts with a 
performer (i.e., two separate systems that interact) to a more holistic view, which 
understands performer and environment as a single coherent system to be studied.  

Finally, there are contexts which are not representative, or even which may 
never be observed in a competition (the context towards which one wants to 
generalize), but which can contribute to understanding and testing the performance of 
athletes in competition. For example, in team sports like futsal or basketball, coaches 
in some specific circumstances prepare their five-player teams with overload training 
against teams with 6 and 7 players. In competition this will never occur, but coaches 
use this method to train their players to work harder to create space away from 
opposing players. The overloading of opposing players is undertaken in order for 
trainees to become better perceptually attuned to affordances that are relevant in 
competitive performance environments. We may think about similar non-
representative contexts built on virtual environments, where researchers (and 
coaches) may manipulate circumstances relevant to understand performance in a 
competition, but that could not be manipulated out of the virtual context.  

These limitations of Brunswik’s concept of representative design led us to 
propose an affordance-based design. In particular, we seek to propose principles to 
demonstrate the correspondence between behavior in an experimental setting and 
behavior in a context towards which we want to generalize a behavior measured in an 
experimental setting.  

The interrelated criteria to test behavioral correspondence between contexts 
are: 

1) Selection of functional (i.e. relevant) affordances. Even though affordances 
can be empirically tested (see Fajen, Riley, & Turvey, 2009), their selection should be 
theoretically driven, even if the researcher is not adopting an ecological psychology 
standpoint.  

2) Action fidelity. For Stoffregen et al. (2003) the key aspects of this concept are 
that: i) perception is defined with respect to behavior, and ii), action fidelity does not 
mandate a concentration on “stimulus fidelity”, since the environment is defined in 
behavioral terms (i.e., affordances). Therefore, action fidelity concerns the degree to 
which actions performed in the experimental setting are related to the actions 
performed during competition.  

3) Performance achievement. Achievement is the degree of success obtained 
when performing a task for a specific goal. It can be seen as a concept similar to 
ecological rationality. For Gigerenzer, behavior is successful if it is adapted to the 
structure of the information in the environment in which it is realized (Gigerenzer, Todd 
& ABC research group, 1999).  
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In conclusion, Brunswik developed important theoretical principles, which can 
be integrated into a broader ecological dynamics view enhancing our understanding 
about how behavior in one context may correspond to behavior in another context. 
The suggestion is that modeling the “behavioral correspondence between contexts” 
ensures that such generalizations can be achieved, based on adherence to the 
intertwined criteria of selection of affordances, action fidelity and performance 
achievement.  
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This article summarizes Bass et al. (2013) on the use of the Human-Automated 
Judge Learning (HAJL) (Bass & Pritchett, 2008) to analyze the effect of display 
interventions with information analysis (IA) automation. Using a triple system design, 
HAJL models interaction among the environmental criterion, the person’s judgment 
and IA automation’s judgment. In the training phase, the automation and the human 
independently make a judgment. In the interactive learning (IL) phase, the 
correspondence between their initial judgments measures conflict. After viewing the 
automation’s judgment, the person provides a revised joint judgment. With 
achievement and conflict, adaptation (correlation between the joint and automation’s 
judgments) and compromise (correlation between initial and joint judgments) measure 
performance. In the prediction phase, the person makes a judgment independent of 
the automation and also predicts the automation’s judgment. The person’s predictive 
accuracy (correspondence between automation and the prediction), assumed 
similarity (correspondence between the person’s judgment and prediction of the 
automation), and actual similarity (correspondence between the person’s and the 
automation’s judgments) measure performance. 

This work investigated the contribution of providing IA automation strategy 
information, task environment information, or both, on human judgment performance 
when noisy sensor data are available.  

Methods 

A Traffic Conflict Prediction System (TCPS) calculated probability of air traffic 
conflict (PC) judgments using noisy data (Bass & Pritchett, 2008). The environmental 
criterion (the actual PC) was calculated using the TCPS with no noise. The display 
content conditions in the IL phase were:  

• automation judgment (O) - TCPS’s PC 
• O plus OE (task environment information related to sensor noise) 
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• plus OA (TCPS’s judgment strategy via intermediate cues (projected 
positions of ownship and traffic at the point of closest approach, 
representations of uncertainty, and the ownship protected zone)) 

• O, OE and OA 

180 trials were grouped into 6 sessions of high environmental predictability 
(0.971, 0.971, 0.969, 0.985, 0.989, and 0.974). In the training and IL phases, 
participants experienced 6 sessions and 3 in the prediction phase.  

A repeated measures, mixed model design was used. Display content 
condition, session, and the session-display content interaction were fixed effects. 
Participants were nested within display content and treated as a random effect. Post 
hoc analysis was conducted using Tukey’s Honestly Significant Difference. Wilcoxon 
Signed Rank tests compared achievement data. The inverse sine transformation was 
applied to judgments and correlations were transformed using Fisher’s r to zr 
transformation. 

Results 

Thirty-two participants made horizontal PC judgments.   

In the IL phase, the participants’ unaided judgment achievement, ra1 (µ = 0.49, σ 
= 0.18), was higher than in the training phase (V = 12652, p < 0.001) likely due to 
additional practice and from learning from the automation. Average joint judgment 
achievement, ra2 (µ = 0.91, σ = 0.06) was higher than the average unaided judgment 
achievement (V = 0, p < 0.001) and closer to the automation’s achievement (µ = 0.94, 
σ = 0.02). Levene’s test showed the variance of joint judgments was smaller compared 
to the variance of unaided judgments (F191, 191 = 10.251, p < 0.001) and the floor of 
judgment achievement was raised from -0.16 (unaided) to 0.66 (joint) across all 
participants. Display content condition (F3, 168 = 5.979, p = 0.001) and session (F5, 168 = 
9.5782, p < 0.001) both impacted joint judgments. Participants needed a session 
before knowing how to use the output from the TCPS. 

The O condition had lower joint achievement than OE (p = 0.003) and OEA (p = 
0.02). There was a trend for OA to be lower than OEA (p = 0.08). Automation strategy 
information did not significantly help compared to when participants were also 
provided with environment information. 

Neither compromise (µ = 0.49, σ = 0.18) nor adaptation (µ = 0.93, σ = 0.05) 
were found to be significantly different across display content condition in the IL phase. 
Compromise was low and adaptation was high for all (participants were adapting their 
unaided probability judgments to match the automation’s judgments).  

Session was significant for compromise (F5, 168 = 2.6983, p = 0.023) and 
adaptation (F5, 168 = 7.7129, p < 0.001). Session 4 (conducted the day after session 3) 
was lower than session 1 for compromise (p = 0.045). For adaptation, session 1 was 
lower than session 3 (p < 0.001) and session 5 (p < 0.001), indicating that as 
participants gained experience with the automation, their joint judgments more closely 
corresponded with the automation’s. 

The participants’ unaided judgment achievement in the prediction phase, ra1 (µ 
= 0.58, σ = 0.19), was not significantly different based on session or display content 
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condition. Average unaided judgment was higher than during the IL phases, as 
participants may have learned from the automation. The participants’ unaided 
judgment achievement in the prediction phase, ra1, was higher than their predictive 
accuracy (µ = 0.54, σ = 0.18) (V = 0, p < 0.001). Predictive accuracy was not 
significantly affected by either display content condition or session order. Assumed 
similarity (µ = 0.90, σ = 0.16) was higher than actual similarity (µ = 0.56, σ = 0.18) (V = 
4592, p < 0.001) across all display content conditions. Participants were poorly 
calibrated with respect to understanding the difference between their performance and 
the automation’s performance. Neither similarity measure was significantly affected by 
either display content condition or session order.  

Discussion 

This research sought to investigate the impact of IA automation display content 
on human judgment performance. Participants provided with environment information 
had significantly higher joint judgment achievement compared to those provided with 
only the automation’s judgment. Providing automation strategy information in the IL 
phase did not appear to help participants understand the automation. Participants 
assumed that their predictions of the automation would be closer than they actually 
were. These results have implications for IA automation design. Here the automation’s 
imperfect judgments were tied to the noisy input data. Although providing participants 
with information regarding the automation’s judgment strategy may improve 
performance compared to those receiving only the automation’s judgment, this 
information does not appear as beneficial to participants as information pertaining to 
the uncertainty in the environment when making their joint judgments. It is possible 
that additional environment information allowed the participants to exploit the 
automation more effectively as they understood how automation judgment 
achievement varied based on factors in the environment. 
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Over the years, I have found Berndt Brehmer’s work fundamental to my 
understanding of neo-Brunswikian concepts. Brehmer made significant contributions to 
the introduction of Brunswikian ideas into modern day psychology. In particular, he 
was a co-author along with Hammond, Stewart and Steinmann on the 1975 book 
chapter that describes the tenets of Social Judgment Theory (SJT). He followed this 
up in 1988 with a book edited together with Joyce, in which SJT theory and methods 
were reviewed and applications of SJT were presented. Brehmer also critically 
commented on Hammond’s proposal for ‘formal situational sampling’ as an alternative 
to Brunswik’s vision of representative design using substantive situational sampling; 
describing Hammond’s alternative as “no easy road to success” (Brehmer, 1979, p. 
198). In addition, Brehmer pointed to the difficulties of learning from outcome feedback 
alone and highlighted the benefits of cognitive feedback (Brehmer, 1980). But, 
perhaps Brehmer’s most significant, and less well-known contribution, was the 
development and testing of Inter-personal Conflict Theory (ICP). Below, I summarize 
this using excerpts taken from Dhami, M. K., & Olsson, H. (2008). Evolution of the 
interpersonal conflict paradigm, Judgment and Decision Making, 3, 547-569. I hope 
the next generation of decision researchers will come to learn from and appreciate 
Brehmer’s work, as I have done. 

An early review of research using IPC theory published in Psychological Bulletin 
by Brehmer (1976) highlighted the potential of […] advancing our understanding of 
cognitive conflict in both laboratory and real world settings. 

[…] Brehmer and colleagues conducted an intensive series of studies. In 1976 
Brehmer reviewed the research that had been conducted on cognitive conflict using 
IPC theory. By then, research had examined issues concerning: (a) the structure of 
cognitive conflicts; (b) the relative importance of the task and the other party in 
affecting policy change and conflict resolution; (c) the effect of task characteristics on 
cognitive conflict; and (d) the effect of person characteristics on cognitive conflict. 
Research had also begun to study (e) how cognitive conflict could be resolved via 
supports/aids. We describe the main findings below. 

First, conflict may persist due to non-systematic cognitive differences even 
when parties are motivated to agree, and actually do agree in principle. Indeed, while 
parties reduce the systematic differences in their policies (i.e., there is policy 
similarity), over time the inconsistency of their policies increases thus leading to little 
reduction in the amount of conflict although the structure of the conflict has altered 
(e.g., Brehmer, 1969). This is because parties tend to decrease their dependency on 
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their old policies at a faster rate than they increase their application of a new policy 
that is compatible with each other’s (e.g., Brehmer, 1972). 

Second, policy change itself does not signify willingness to compromise but 
rather a desire to achieve, although compromise is sought when accuracy is not 
clearly observable/obtainable. When one party is initially trained in the optimal policy 
and the other is not, the latter will learn from the former if the task is highly predictable 
(e.g., Brehmer, 1973a). However, if task predictability is low, the parties start off by 
decreasing dependency on their initial policies. Here, based on feedback, the party 
with the optimal policy soon appropriately switches back to his/her original policy, and 
the other party also learns from feedback (e.g., Brehmer, 1974). When there is no 
feedback, parties may compromise: this reduces conflict without leading to observable 
inaccuracy (e.g., Brehmer, 1971). 

Third, formal (surface and system) task characteristics can influence each 
party’s policy development and the ease with which they can achieve, and such 
characteristics alone can explain cognitive conflict. Hammond and Brehmer (1973) did 
not find much evidence for substantive or content task characteristics influencing 
cognitive conflict. Surface characteristics refer to the number of cues, the metric level 
of cues, and the inter-cue correlations, while system characteristics refer to the 
distribution of cue validities, forms of functions relating cues to the criterion, organizing 
principles, and task predictability. For example, there is greater agreement despite 
less reduction of policy differences when the cues are inter-correlated than when they 
are orthogonal (Brehmer, 1975). This may be because cue inter-correlations enable 
the parties to achieve with little change of their original policies (Mumpower & 
Hammond, 1974). In addition, there is less agreement between parties when task 
predictability is low because each party’s policies are less consistent rather because of 
any systematic differences in their policies (e.g., Brehmer, 1975). Similar findings have 
been observed for tasks that require policies with nonlinear function forms which tend 
to be more difficult to develop (e.g., Brehmer, 1973b). 

Fourth, traditional individual difference variables such as gender do not affect 
measures of cognitive conflict (Hammond & Brehmer, 1973). 

Finally, cognitive aids may be useful for reducing conflict. Hammond and 
Brehmer (1973) applied the technique of cognitive feedback (Todd & Hammond, 1965) 
and developed a cognitive aid to conflict resolution called POLICY.6 This interactive 
computer program enables parties to express their policies, compare them, change 
them, and discover the effects of such changes on conflict (see Rohrbaugh, 1988, for 
group decision support systems). Cognitive feedback involves providing information 
about the task (i.e., ecological validities, intercue correlations, predictability, and cue-
criterion function forms), the party’s judgment policy (i.e., utilization validities, cognitive 
control/consistency, and cue judgment function forms), and the match between them 
(i.e., achievement, and its linear and nonlinear components) (Balzer, Doherty, & 
O’Connor, 1989; Doherty & Balzer, 1988). Such feedback can help to speed conflict 
reduction (Balke, Hammond, & Meyer, 1973). 

[…] In 1969, Leon Rappoport warned that “if the cognitive conflict model is to serve as 
anything more than a laboratory analogue, it must be determined whether socially 
induced (i.e., “natural”) cognitive differences generate the same conflict phenomena as 
laboratory induced (i.e., “artificial”) cognitive differences” (p. 143). In fact, as Brehmer 
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(1976) noted, many of the findings that were observed in the laboratory on simulated 
tasks were also obtained in naturalistic environments or real tasks, particularly for use 
in policy development (e.g., Adelman, Stewart, & Hammond, 1975; Balke et al., 1973; 
Brown & Hammond, 1968; Steinmann, Smith, Jurdem, & Hammond, 1975). Brehmer 
(1976) concluded his review with avenues for future research including examining the 
antecedents and consequences of policy inconsistency, and further analysis of real 
world conflicts.  
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When we embarked on our Facebook Lens Model investigation in Spring 2011, 
we were hoping to be the first research team to document the role of status updates 
on impression management and impression formation. Drawing from Warranting 
Theory (Walther & Parks, 2002), we hoped to identify cues with high warranting value, 
such as the number of Facebook friends for judging extraversion (Tong et al., 2008), 
that were also diagnostic warrants, or cues linking user personality with stranger 
perception.  

Our research (Hall, Pennington, & Lueders, 2014; Hall & Pennington, 2012) 
extended previous work by exploring seven traits (i.e., openness, conscientiousness, 
extraversion, agreeableness, neuroticism, humor, narcissism) and 53 cues on a profile 
page. We had 100 participants (obtained through a university research pool and 
snowball sampling) submit a sample of their Facebook profile consisting of recent 
posts, recent, profile pictures, and the info page (now called About), and complete a 
personality assessment. Following this, all profile samples were removed of identifying 
information and coded by up to four independent coders for 45 of the 53 cues. 
Examples of cues included things self-generated information (use of positive affect in a 
status update), other-generated information (number of likes or comments on a post) 
and system-generated information (total number of Facebook friends). The remaining 
8 cues were analyzed using Diction (Hart & Caroll, 2011) for word and character 
counts. Finally, to complete the lens model process, up to 35 observers viewed the 
100 profiles to evaluate them for the same personality traits self-reported. Here is a 
brief summary of the diagnostic cues found in the main study:  

• Extraversion: higher number of Facebook friends, use of positive affect in 
status updates, friends in pictures 

• Openness: listing books, music on info page, sharing media in status 
updates, posting political status updates 

• Conscientiousness: friends’ agreement with posts 
• Agreeableness: post fewer updates, less media and news posted  
• Neuroticism: No cues 

Strangers accurately estimated extraversion, agreeableness, and 
conscientiousness. 

A separate study (Pennington & Hall, 2014) was conducted to examine whether 
humor orientation could be accurately estimated on Facebook. Humor orientation was 
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estimated at rates similar to extraversion, and there were several places on the profile 
page the reflected users’ sense of humor: a lack of political talk and increased 
relational talk in status updates, likes on status updates, and use of jokes in pictures, 
quotes, and status updates.  

A final study explored the idea that there is a tradeoff between honesty and self-
promotion on Facebook that can be mapped onto user’s conscientiousness and self-
monitoring (Hall & Pennington, 2013). This study explored the idea that Facebook 
users were actively using their profile to construct a self-image that would favorably 
evaluated with friends, and Facebook could be used to promote certain aspects of a 
person’s personality. 

We remain interested in several outstanding questions, such as, have changes 
in Facebook impacted the accuracy of personality judgments, and/or the degree to 
which users are actively constructing their profile page? New algorithms enacted by 
Facebook could be making it harder to detect personality traits. However, since much 
of the reviewed research studied earlier versions of Facebook, it’s conceivable that 
people’s ability to accurately judge others will go down as a consequence of these 
changes. Since 2011, Facebook has changed how and when users see other people’s 
activity. At the time our data was collected, users saw every action – from likes to 
changes in personal history – their friends took. Now, those actions can be viewed in a 
small box in the upper right-hand corner of the page, making the actions less 
apparent. Today, the posts on Facebook’s most prominent feature, the newsfeed, are 
based on an algorithm that takes into account how recent the post is, how many 
people like it or have commented on it and if the user has frequently interacted with 
the person making the post, which affects how much and what type of information 
users see from one another. Another change is the kind of information that was shown 
on the About page. At one point, Facebook users were able to list their favorite bands, 
books and movies. Those who did so tended to have open personalities. Now, 
Facebook asks users to choose from a list of options, which is a passive step versus 
an active one. An open person was able to construct their personality through the 
process of making choices. Facebook has taken away agency and replaced it with 
algorithms.  
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A perennial issue in research using the Brunswik Lens model approach is 
control of the cue-cue intercorrelations in the stimuli (e.g., Brehmer, 1974) so they may 
be representative of the structure of the environment. Decades ago there were some 
programs distributed which offered to help researchers produce stimuli with correlated 
cues, but they have long disappeared from my computer. So I have written an Excel 
spreadsheet that gives some control over this (CueCorrels.xlsx at 
www.fammed.ouhsc.edu/robhamm/cdmcalc.htm).  

The Brunswik approach may be contrasted with the approach of experimental 
psychology or policy capturing research. Experimental psychology emphasizes control 
of stimuli, and hence it is natural to arrange stimulus cues to vary independently so we 
may most efficiently identify how much impact each cue has on people’s judgments. In 
contrast the Brunswik approach emphasizes that the actual ecology that the judge 
would have learned in, and takes judgment-guided action in, should be reflected in the 
stimulus set of a study. The distinction was shown by Phelps and Shanteau (1978), 
who found that swine judges can discriminate using 11 different cues if the stimuli are 
constructed combinations of cue values, varying independently. However, when the 
swine were presented as photographs, with naturally occurring cue intercorrelations, 
the study could only demonstrate the experts’ use of about 3 cues.  

The argument that the cue-cue intercorrelations in a study’s stimuli should be 
representative of the ecology’s cue intercorrelations is that the design with 
uncorrelated cues does not let us observe when the ecology can be managed with a 
variety of cue utilization strategies, because the cues are partially intersubstitutable 
(Dhami, Hertwig et al., 2004). But what is the appropriate cue-cue intercorrelation? For 
the swine judges, ongoing breeding changes the intercorrelations of swine features 
over time. Similarly, for the task of judging how ill patients in the emergency room are 
(Yang, Thompson et al., 2013), the cue-cue intercorrelations in a big city hospital 
might differ from those in a small town, a refugee camp, or a combat medic tent.  

There are two main approaches to constructing stimulus sets with desired cue-
criterion and cue-cue intercorrelations: to sample the relevant ecology, or to construct 
the stimulus set to have desired intercorrelations (based on prior knowledge). If one 
has a representative set of cases from the target ecology, one may draw a sample to 
use as the stimulus set. In variants I am familiar with, such a sample was based mainly 
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on a convenient feature of the stimuli (short stretches of Colorado highways; 
Hammond, Hamm et al., 1987), or was drawn randomly controlling only the criterion 
(emergency department patients who had bad outcomes; Yang, Thompson et al., 
2013). Pitfalls were encountered in each of these studies. The design of the study of 
engineers’ judgments of highways required film strips of the highway segments as well 
as data about their safety and vehicle capacity. To make the task acceptable, we 
sought the shortest segments in the highway department data base; and the cue 
intercorrelations followed from that selection. We did not independently verify that the 
intercorrelations in the stimulus set were similar to the correlations in the set of all 
Colorado highways. With the study of emergency room patients, it was possible to 
compare the stimulus set cue intercorrelations with those of the larger patient data set, 
and they differed; our discussion of the differences is “in preparation”. 

The other approach is to construct stimulus sets with the desired cue 
intercorrelations in a top down manner, such as by stating the desired correlations, 
constructing multiple sets expected to have those intercorrelations, and selecting a set 
where the observed correlations are close enough to the desired targets. There are 
two strategies: to generate the stimuli in one process; or to generate the stimuli 
separately for each of two classes, such as “sick” or “well,” with different cue 
correlations (see discussions of class-conditional dependence and of spectrum effects 
in Hamm & Beasley, 2014) and then combine the sets. The Excel spreadsheet uses 
the first approach.  

To use the spreadsheet, specify the domain (how many cues), the number of 
stimuli needed, and the number of ordered categories for each cue and the criterion. 
With each change of any cell entry whatsoever, or press of the F9 key, a complete 
new set of stimuli is randomly generated and summarized for your inspection. The 
stimuli are displayed both as the continuous random variable and categorized into as 
many levels as you intend to use. Additionally, summary statistics (cue correlations 
and others) are generated. Copy and preserve the good stimulus sets, those whose 
actual correlations are close to what is desired.  

The spreadsheet allows control of two types of correlation: cue-criterion (related 
to the relative weights in the ecology’s regression model) and cue-cue. These desired 
correlations are written into selected cells in a “control” correlation matrix. If only cue-
criterion correlations are needed, the set of stimuli with the desired cue-criterion 
correlations is created with these steps:  

Create the criterion – simply a random variable: Criterioni = rand()-0.5, which 
produces a uniform distribution with mean of 0.  

Create each correlated cue, as a mix between the criterion variable and a new 
random draw:  

𝐶𝑢𝑒!" = 𝑟 𝐶𝑢𝑒! ,𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 ∗ 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛! + 1− 𝑟 𝐶𝑢𝑒! ,𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 ! ∗ 𝑟𝑎𝑛𝑑(  )− 0.5  

Elements of the formula are familiar from the lens model equation (Stewart 
1976), and can be found at www.sitmo.com/article/generating-correlated-random-
numbers/. We must recognize that when correlations are specified between cues and 
the criterion, we can expect the cues to be intercorrelated 

r Cue!,Cue! = r Cue!,Criterion ∗ r Criterion,Cue!  
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by basic path analysis principles. Though stimulus sets could be generated with cues 
that are not correlated, this is very unlikely. When we choose to specify a cue-cue 
correlation in addition to a cue-criterion correlation, that correlation is going to be ON 
TOP OF the expected cue-cue correlation that follows from the fact that each cue is 
correlated with the criterion. The spreadsheet generates the cue-cue correlations first, 
using a formula like the above but with the “top cue in the factor” substituted for the 
“criterion”. Then a second pass combines these intercorrelated cues with the criterion, 
for a stimulus set that has both cue-criterion and cue-cue correlations.  

The spreadsheet offers separate sheets allowing you to have no extra cue-cue 
correlations, to have one factor of cue-cue correlations, or to have three factors. The 
work to allow different cue-cue correlations for different classes of the criterion, i.e., 
class conditional dependence (Hamm & Beasley, 2014) is not yet available in a 
debugged spreadsheet.  

There are other ways to control the correlations among a set of cues. One 
method, offering complete control of every single pairwise correlation (rather than 
generating, evaluating, and selecting) uses matrix manipulation and Cholesky 
decomposition (http://www.sitmo.com/article/generating-correlated-random-numbers/). 
I think that the approach here makes the user more aware of the meanings of 
sampling and cue-cue correlations. Watching the variation in the cue intercorrelations 
as the data sets are randomly produced trains one’s understanding of these issues.  

This work has been informed by discussions with Jonathan Nelson and Jana 
Jarecki at the Max Planck Institute’s Center for Adaptive Behavior and Cognition in 
Berlin, and with Pádraig Mac Neela, Sinead Conneely, and Chris Dwyer at the 
National University of Ireland in Galway.  
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Our article entitled “When the crowd evaluates soccer players’ market values: 

Accuracy and evaluation attributes of an online community” has recently been 
accepted for publication by the Sport Management Review – one of the finest journals 
in the field of sport management. This paper is the result of a fruitful cooperation with 
Dr. Hans-Markus Callsen-Bracker, my friend and former colleague at Technische 
Universität Berlin, and Henning Kreis, my friend and professor of marketing at the 
Freie Universität Berlin. Since our conceptual model builds on the work of Egon 
Brunswik and Berndt Brehmer we received the honor of an invitation to contribute to 
this newsletter of the Brunswik Society.  

Sir Francis Galton discussed the idea of “collective wisdom” when he asked 
‘‘the crowd’’ to gauge the weight of an ox. He successfully employed a democratic 
principle (an equal say) to arrive at a precise estimation. Since Galton, the concept of 
‘‘collective wisdom’’ has nourished a rich and interdisciplinary stream of research and 
popular science literature. Although the concept of ‘‘crowdsourcing’’ has been around 
for a long time, the advent of the Internet has opened up many new possibilities. Self-
selected members of ‘‘the crowd’’ work together on problems such as improving 
algorithms, translating websites, and evaluating soccer players – quickly and 
worldwide. 

The evaluation of a monetary value of athletes, e.g., in order to prepare 
negotiations about salaries or transfer fees (in the case of an athlete’s transfer from 
one club to another), has become a major challenge for managers of professional 
sports teams. In the context of German soccer, aficionados have built a large online 
community that evaluates professional soccer players’ market values. The community 
has become the main source for reporting market values in the media and has a 
strong impact on the (sports) economy.  

We introduce an adaptation of Brunswik’s lens model for studying 
organizational processes in such an online community that solve complex tasks (such 
as the evaluation of human capital). More specifically, our research investigates how – 
with respect to the organizational principle – and how well – with respect to the 
accuracy of the evaluation output – an online community estimates professional 
soccer players’ market values, and which attributes are most important for the 
evaluations made by the crowd. We also contribute to the literature on the superstar 
phenomenon by reconsidering various well-known attributes as being external 
variables and not talent variables. 
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Our research shows that a community does not need democratic principles or 
structured approaches. Instead, we show that a principle that we call “the judge 
principle” – a more flexible system combining crowdsourcing of information with a final 
evaluation by expert decision makers – exhibits convincing results. For instance, we 
analyze evaluations of market values for professional soccer players resulting from a 
well-established German online community that uses the “judge principle” and find its 
predictions of actual transfer fees of impressive quality.  
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Even before we interact with people (zero acquaintance; Kenny & West, 2008), 
we form first impressions of their personality based on observable behavior. These 
personality inferences are consequential and may influence our thoughts and 
behaviors toward others. In research on the accuracy of first impressions, the lens 
model framework (Borkenau & Liebler, 1992; Brunswik, 1956; also see Nestler & 
Back, 2013) has been extensively applied to study fundamental questions of 
personality judgment: How accurate are first impressions and what processes underlie 
more or less accurate personality judgments? Typical situations based on which 
targets’ personality traits have been judged by strangers include brief interactions, 
videotaped situations, or photographs in laboratory settings. For the Big Five 
personality traits, meta-analytic evidence across a large number of zero-acquaintance 
studies shows that accuracy is highest for extraversion whereas neuroticism appears 
to be extremely difficult to judge (Connelly & Ones, 2010; Connolly, Kavanagh, & 
Viswesvaran, 2007).  

In the case of neuroticism, this pattern of empirical results is surprising. 
Neuroticism is related to a large array of negative interpersonal outcomes such as 
dissatisfaction, conflict, and relationship dissolution (cf., Ozer & Benet-Martínez, 2006; 
Roberts, Kuncel, Shiner, Caspi, & Goldberg, 2007). It should be advantageous from an 
evolutionary perspective (Haselton & Funder, 2006) to be able to detect an individual’s 
level of emotional instability, even when (still) unacquainted. How then, can the low 
convergence between targets’ actual trait value and strangers’ judgments of the trait 
be explained? According to Brunswik’s (1956) lens model, a target’s personality trait 
can be inferred accurately only when (a) the trait is expressed via trait-relevant and 
observable cues (cue validity; e.g., a neurotic target person behaves in an observable 
nervous manner) and (b) the perceiver observes and correctly utilizes these cues for 
the personality judgment (cue utilization; e.g., the perceiver notices and judges the 
target in accordance with the nervous behaviors). With regard to a realistic 
interactionist view of personality (Kenrick & Funder, 1991), valid cues can be 
expressed (and thus potentially used by perceivers) in trait-relevant situations only 
when interindividual differences concerning the specific trait are actualized and 
translated into manifest behaviors. In prior research, neuroticism has been shown to 
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be related to a heightened sensitivity to social threats, a hyperreactivity to uncertain 
feedback as well as interpersonal stressors (Hirsh & Inzlicht, 2008; Denissen & Penke, 
2008; Zautra, Affleck, Tennen, Reich, & Davis, 2005), and consequently to poorer self-
control in public social contexts (Uziel & Baumeister, 2012). An evaluative public social 
situation crucial for the formation of new social bonds compared to situations less 
public as well as situations by oneself can thus be assumed to be especially relevant 
with regard to the trait of neuroticism. 

In our own research (see Hirschmüller, Egloff, Schmukle, Nestler, & Back, 
2014), we aimed to reexamine the low convergence between people’s actual trait 
value of neuroticism and neuroticism judgments of strangers reported in prior research 
by implementing a highly trait-relevant situation as well as three less relevant 
situations. Further, we wanted to analyze the behavioral processes underlying the 
level of zero-acquaintance accuracy for these situations using lens model analyses. To 
this end, fifty participants were videotaped in an evaluative public social (i.e., socially 
stressful) situation during brief self-introductions to fellow students at the time of first 
meeting. The same participants were videotaped in three further less trait-relevant 
situations during a subsequent individual laboratory session (a welcoming situation by 
one experimenter, a dyadic waiting situation, and an individual waiting situation). 
Based on these short video sequences, four independent groups of unacquainted 
observers judged participants’ neuroticism. We used an aggregate of neuroticism self-
reports and informant reports as the accuracy criterion. Moreover, we applied a single-
perceiver approach throughout all our analyses as the commonly employed 
aggregate-perceiver approach tends to overestimate results due to averaging across 
individuals’ judgments prior to analyses (cf. Hall & Bernieri, 2001; Hall, Bernieri, & 
Carney, 2005; Hirschmüller, Egloff, Nestler, & Back, 2013; Nestler, Egloff, Küfner, & 
Back, 2012). 

Our results showed that neuroticism judgments were significantly more accurate 
for the most trait-relevant introductory situation compared with the other three 
situations. Using lens model analyses, this finding could be explained: Only in the 
socially stressful situation did neuroticism predict both visual nervousness and vocal 
nervousness (cue validity), both of which predicted neuroticism judgments by 
unacquainted perceivers (cue utilization). Thus, our findings suggest that relevant 
situations can indeed elicit observable behaviors that are valid cues to neuroticism 
which can be used by strangers to accurately judge interindividual differences in 
neuroticism. We wish to encourage researchers to apply and extend the lens model 
approach to further elucidate more or less accurate interpersonal judgments by using 
a single-perceiver approach and realizing “studies in which individuals are each placed 
into or observed in each of a range of different situations” (Funder, 2009, pp. 124-125).  
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The move from a market economy to an exchange economy creates new needs 

for information systems to complement conventional pricing methodologies used to 
analyze market adjustment of supply and demand.  

Cost and price measures in current methodologies for valuation of goods and 
services do not seem sufficient to understand economic choices and the way more 
information can influence decision making processes. The Brunswik society can 
largely contribute to this research area, since judgment studies especially in medical 
sciences have advanced exploration of decision making processes and understanding 
of incoherencies in information processed for instance by physicians, other providers 
of care and patients. 

With the recent increase of information exchanges on health insurance markets, 
for instance, a new trend of research is emerging in order to provide new cost 
concepts and associated measures can help to better understand the choices of 
patients and companies facing different options for insurance plans. 

Recent research on cost informativeness analysis (e.g., Hamm & Scheid, 2014) 
for tests in oncology shows for instance how degrees of uncertainty for diagnostic 
choices are influenced by different levels of access to information on tests and discuss 
the results of a cost informativeness analysis differ from a cost effectiveness analysis. 

Other research on cost awareness and cost consciousness of medical services 
with judgment studies (e.g., Huttin, 2014) identify the type of economic information in 
the verbal language of doctors with their patients which can be used and transformed 
into reliable metrics to better understand decision treatment or diagnostic shifts in 
critical decision points when economics interfere with clinical decision making; it can 
complement conventional price and copayment information. 

Further collaboration among the researchers interested in new cost and price 
concepts and measures could probably help to build statistically reliable tests; the 
society could also benefit from current advances coming from accounting and financial 
research (Chen, Huang, & Zhang, 2014; Christensen & Qin, 2014) especially on the 
effect of more public information on market asymmetry, and especially principal-agent 
contracts, largely used to analyze health care insurance markets.  
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 Music often induces movement. Hearing the old masters in the concert hall or 
the latest dance music on the radio may both make us tap our feet or bob our head. 
This behavior tendency is called Groove, defined as the experience of wanting to 
move when hearing music. Starting out of mere curiosity about this phenomenon, from 
a musician’s point of view, I have come to think that it is a human universal that might 
reflect an adaptive value of being able to synchronize actions with conspecifics. My 
initial goal, however, was simply to crack the code of how to play so as to induce as 
much groove as possible. To this humble end one needs to know, first, whether 
groove is personal or general. If a piece of music that makes me experience groove 
leaves another person indifferent there is little hope of finding this Holy Grail.  

The common impression that some artists do a better job than others at 
inducing groove is correct, though: About 25 percent of the variability in listeners’ 
ratings of groove could be explained merely by the differences amongst 64 examples 
of popular music (Madison, 2006). This music was sampled from commercially 
available audiograms, and was therefore unlikely to vary systematically in groove 
induction ability. Given the suboptimal stimulus sampling, individual differences in 
scaling behavior, and measurement error, 25 percent reflects a high degree of 
consistency across individuals. The next step was to explore which physical properties 
are associated with groove. 

Starting with a naturalistic sample of real music, we measured a number of 
higher-order rhythmic properties in the sound signals of 100 commercially available 
music recordings, and related them to listeners’ ratings of groove for each recording 
(Madison et al., 2011). We constructed a few dozen so-called descriptors of the audio 
waveform, essentially computational algorithms that focus on various aspects of the 
signal, from lower-order spectral properties to higher-order ones. For example, 
systematic micro-timing involves first analyzing the beat and metrical properties, then 
applying canonical time according to the meter, and finally measuring deviations 
between these and the actual signal events. Each descriptor yields a single parameter 
that expresses the magnitude of the property in question. The descriptors called beat 
salience, event density, fast metrical levels, and systematic micro-timing were 
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significantly correlated with the listeners’ ratings. Specifically, beat salience reflects the 
number and loudness of sounds that occur on the beat, event density is the number 
and loudness of sound events per unit time, fast metrical levels is the number of 
metrical subdivisions that sound events are articulated in, and systematic micro-timing 
is the amount of temporal deviations from the metronomic (i.e., canonical) positions of 
the metrical grid that are recurrent and hence not random. All these descriptors were 
positively correlated with groove except micro-timing, which was negatively correlated 
(Madison et al., 2011). Having thus obtained ideas about the physical properties 
involved from the real music itself and from the listeners themselves, we would seem 
to be in a position to experimentally test their validity. But a multifaceted and highly 
complex phenomenon like music requires an even more careful approach to exhaust 
the possible physical correlates of groove. I tend to refer to the “black box” problem, 
meaning that music has so many simultaneous properties that it is practically 
impossible to control them unless it is simplified reductio ad absurdum. Consider at 
least two apparent problems.  

First, a sample of real music might contain only a few or even no pieces actually 
intended to induce movement. There are certainly many other desirable aspects of 
music. In fact, derivative styles of what was originally dance music, such as 
contemporary jazz, samba, tango, and many other from the Latin and Black Atlantic 
diaspora, are today performed for listening exclusively.  

Second, Groove may be trivially associated with a range of properties that are 
non-essential for the intention to produce groove. This is a variety of the confounding 
variables problem. For example, speech comprehension hinges on a range of 
variables under direct control of the speaker and listener, such as stresses, timing, and 
anticipation, but also on the quality of the voice, impaired hearing, and background 
noise, that would trivially affect the perception of any auditory signal. Similarly, a 
musical tradition that, for example, encompasses a focus on the lyrics, a smaller 
budget, and a desire for natural sounds is likely to simultaneously feature slow tempo, 
few instruments, and a narrow frequency spectrum. Now, inasmuch as the focus on 
lyrics might also render groove unimportant we cannot tell if this intention has any 
effect in and of itself, since it would be confounded with the other features that also 
lend the music less movement inducing: A slow tempo is difficult to accommodate to 
body movement (MacDougall & Moore, 2005), few instruments provide less 
opportunity for explicating fast metrical levels, syncopation, and rhythmic elaboration 
(Madison et al., 2011; Madison & Sioros, 2014; Sioros et al., 2014), and less low 
frequency range power fails to engage the vestibular system (e.g., Todd, 2001). In 
conclusion, “black box” phenomena require special care to avoid, on the one hand, 
reducing them to something out of their true nature, and, on the other hand, a number 
of interpretation and design problems related to confounding variables.  

One approach to avoid these problems is to examine what musicians would do 
if asked to increase or decrease groove across a range of different musical structures. 
Brunswik’s (1952; 1956) lens model is a potent tool for such situations, in particular 
because it takes the whole communication process into account so that we can 
confirm that their behavior has the intended effect on listeners’ perception. In other 
words, we exploit musicians’ experience and expressive skills directly by asking them 
to play a number of compositions with as much and as little groove as possible, to 
amend our exploratory examinations of pre-existing musical pieces with high 
ecological validity. The compositions were monophonic melodies, and the musicians 
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had to play all notes in the specified order in a steady, specified tempo. They were 
however allowed to add notes and to change the note values. These depleted 
conditions were intended to refine musicians’ strategies by focusing on the devices at 
hand, mainly timing, dynamics, and rhythmization. Four professional musicians 
performed 12 monophonic melodies; six simple melodies akin to children’s songs that 
were composed for this study, and six complex ones were adapted from jazz and rock 
style recordings. The musicians could hear and rehearse the melodies at home, and at 
the production session each musician individually first recorded all 12 melodies in a 
deadpan version similar to the one rehearsed. It was only after this that they were 
instructed to play the same melodies again with the intention of maximizing and 
minimizing groove. They played a professional Yamaha keyboard through which 
information about each keystroke was recorded as MIDI data. The 24 performances 
were subjected to both listener ratings and performance analysis, totaling 96 
performances from the four musicians. Ten different performance parameters were 
computed from the MIDI data across each performance, namely event density, the 
magnitude of onset, offset, and duration micro-timing, and the proportions of 8th and 
16th note onsets, offsets, and durations. Details about methods, analyses, and results 
are given in Madison and Sioros (2014). 

Thirty non-musicians then rated each of the performances on how movement 
inducing it was on a scale from 0 (“not at all”) to 10 (“entirely”). Movement inducing 
was defined as “the sensation of wanting to move some part of your body in relation to 
some aspect of the music”. The ratings were entered through a slider on the computer 
screen, and ANOVA tests demonstrated significant effects of intention on Groove 
ratings.  

Table 1 summarizes the lens model results from the dichotomous instruction to 
induce as much or as little groove as possible, over the 10 performance parameters, 
and to the 11-point groove rating scale.  

Table 1 
Lens model factors for simple, complex, and both types of melodies 
Melody type ra G Rs Rr 

Simple 0.620 0.83 0.749 0.687 

Complex 0.394 0.34 0.729 0.523 

Both 0.489 0.78 0.621 0.490 

 

Equation 1 shows that the communication achievement (ra) is the product of the 
matching factor G, the multiple correlation between musicians’ (the senders) intention 
and performance parameters Rs, and the multiple correlation between performance 
parameters and the listeners’ (the receivers) ratings Rr plus an un-modelled 
component that consists of the correlation between the residuals in the regression 
models (C) and the residual variation of the models (Hursch, Hammond, & Hursch, 
1964): 

r! = G  Rs    Rr + C 1− Rs
2      1− Rr

2      (1) 
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where G is the correlation between the predicted values for the sender and receiver 
regression models, and C is the correlation between the residual values for the sender 
and receiver regression models.  

The results demonstrate successful communication for the simple melodies but 
relatively poor for the complex ones. A high G for the simple melodies indicates that 
performers and listeners share a common code. The two R factors indicate that the 
cues are not used fully consistently, in particular not by the listeners. Matching 
primarily limits the communication for the complex melodies, because the performers’ 
cue utilization is almost equal to that for the simple melodies. The un-modelled 
component C varied from 0.37-0.44, which is rather low and indicates that we have not 
excluded cues that performers and listeners would have used consistently. Although 
not shown here, significant positive correlations between intention and performance 
cues were found for event density and proportions of 8th and 16th note onsets and 8th 

offsets (.38 - .57), whereas cue correlations for micro-timing were small and negative.  

Overall, these results support those based on real music (Madison et al., 2011) 
by exhibiting a quite similar pattern of correlations between groove and physical 
properties. However, musicians’ addition of 8th and 16th note onsets when none were 
specified in the score show that they intentionally syncopate to increase groove, that 
is, tend to play stressed notes on relatively weaker positions in the beat or metrical 
structure (Randel, 1986). Likewise, syncopes and other notes on weak metrical 
positions were sometimes moved to the beat when musicians decreased groove in the 
complex melodies. This is a very important qualification of the real music results, 
where the correlations with density and fast metrical levels could not discriminate 
between syncopation and the presence of other sounds on weak positions, such as 
perfectly metrical rhythmic patterns like those typically played by the shaker, hi-hat, 
tambourine, or rhythm guitar. The poor communication for the complex melodies was 
attributed to a ceiling effect resulting from their already busy structure, which leaved 
little room for adding syncopation. 

Having thus confirmed, with two quite different approaches, that groove is 
positively associated with event density and syncopation, and negatively associated 
with micro-timing (although far from significantly so in the musician study), we 
proceeded to test these associations experimentally in subsequent studies (Davies, 
Madison, Silva, and Gouyon, 2013; Sioros, Miron, Davies, Gouyon, & Madison, 2014). 

The adaptive perspective on the perception and production of rhythmical 
patterns presupposes that the abilities and behaviors involved are functional, and we 
have proposed that their function is to facilitate temporal prediction and 
synchronization (Madison & Merker, 2005; McNeil, 1995; Merker, Madison, & 
Eckerdal, 2009). One specific evolutionary scenario posits that producing loud signals 
by joint vocal exclamations make these signals reach farther and attract larger 
numbers of conspecifics (Merker, 1999). Several observations support a phylogenetic 
history. Music is a human universal (Pinker, 2002), and coordinated dance to 
rhythmically predictable music seems to occur in all cultures (Nettl, 2000). 
Experiencing rhythmic music is associated with pleasure (Madison, 2006; Todd, 2001; 
Witek et al., 2014) through activation of brain areas associated with reward and 
arousal (e.g., Blood & Zatorre, 2001). Finally, passive listening to music and rhythmic 
sequence activates motor system areas even for tasks without any reference to 
movement (e.g., Chen, Penhune, & Zatorre, 2008; Grahn & Brett, 2007). Groove 
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would according to such a scenario constitute the motivational tendency for 
synchronization, and should conceivably be related to the signal’s effectiveness for 
synchronization. Consistent with this, faster metrical levels were associated with 
greater synchronization accuracy (Madison, 2014).  

In conclusion, the application of a Brunswikian lens model presented herein 
provided critical knowledge for extending previous findings into experimentally testable 
hypotheses. A series of cumulative designs have so far failed to falsify the functional 
theory of rhythm, which posits that synchronization is associated with an adaptive 
value (Merker et al., 2009; Madison et al., 2011). The findings are generally consistent 
with the idea that Groove reflects the behavioral tendency to engage in 
synchronization, as well as the utility of an auditory signal to facilitate precise 
synchronization. 
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For the past two years, I have been on leave from my position at Texas A&M 

University and have served as Division Director for Social and Economic Sciences at 
the U.S. National Science Foundation. I am now beginning my third and final year in 
this role. This continues to be an interesting experience and I believe I am engaged in 
important, valuable work. It has certainly affected my ability to get research done, but I 
continue to try to be as active as my responsibilities permit. 

Gary McClelland (now emeritus) at the University of Colorado, Boulder, and I 
published a paper in Judgment and Decision Making entitled "A Signal Detection 
Analysis of Racial and Ethnic Disproportionality in the Referral and Substantiation 
Components of the U.S. Child Welfare Services System." We also presented some 
follow-on work entitled “Modeling Judgment and Decision Processes at the System 
Level,” which we presented at the Decision Making Bristol 2014 Conference, UK.  

My colleagues at Texas A&M University, Arnie Vedlitz, Xinsheng Liu, and I just 
completed a paper, now in review, entitled "Psychometric and Demographic Predictors 
of the Perceived Risk of Climate Change and Preferred Resource Levels for Climate 
Change Management Programs." Finally, Tom Stewart, Jim Holzworth and I continue 
work on our next paper stemming from our research program investigating how people 
make selection and detection decisions (e.g., how they to decide whether to hire 
someone or whether a patient has a disease) in the face of uncertainty and different 
feedback conditions.  
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I am grateful to the Brunswik Society Newsletter for giving me this opportunity to 

explain the content of my recent paper in PLOS ONE (Nash, 2014), which was heavily 
inspired by the ideas of Egon Brunswik. 

My study of Brunswik has made clear for me something you all know. Brunswik 
was an exceptional scientist. Indeed, it is no stretch to say he was so pioneering, that 
some of the ideas he communicated still remain unexplored today, despite their 
obvious importance. One such idea is the relation between the information 
environment, and the distribution of judgments formed by many people (1956). Few 
scientists had even contemplated the idea of judgment distributions before Brunswik, 
but one notable exception was Galton (1907), which perhaps is unsurprising, given the 
profound level of inquisitiveness both of these thinkers had. 

Perhaps you already know the story of Galton’s visit to Plymouth 1906, but if 
you do not, please allow me to tell it here. The story is important for understanding the 
investigation I conducted.  

Upon visiting Plymouth, Galton attended the West of England Fat Stock and 
Poultry Exhibition, and while there, noticed a contest where the objective for 
participants was to guess the weight of an ox, after it had been slaughtered and 
dressed according to standard practice. With the aim of investigating the 
trustworthiness of popular judgment, Galton asked for, and was given access to, all of 
the 787 legitimate tickets that were submitted, which he subsequently examined. His 
results appeared in Nature the following year. In Galton’s own words (1907, p. 450), 
his examination was “small but to the point”. He simply arranged the submitted 
estimates in order of magnitude and identified the median, which he viewed as vox 
populi, that is to say, the single voice of contestants.  

Galton made two important observations. The first observation concerned the 
median of estimates submitted by contestants. It was correct within a very small 
margin of the actual meat equivalent weight, and today this observation is recognized 
as an instance of a general phenomenon, which has become known to the general 
public as the Wisdom of Crowds, following Surowiecki’s (2004) bestseller, which 
describes it.  

The second observation Galton published in Nature on that occasion has 
largely gone unnoticed, but relates very much to what Brunswik would later examine. 
What Galton (1907, p. 450) also discovered was that estimates provided by 
contestants were not distributed symmetrically around the median, nor were the tails 
anything like that of Normal distributions. They were much wider. Baffled by what he 
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had seen, Galton left an intriguing conjecture for other scientists to examine (1907, p. 
451): 

I do not have sufficient knowledge of the mental methods followed by 
those who judge weights to offer a useful opinion as to the cause of this 
curious anomaly. It is partly a psychological question ... Also the anomaly 
may be partly due to the use of a small variety of different methods, or 
formulae.  
 
My study of probabilistic functionalism helped me address Galton’s hypothesis. 

Indeed, Brunswik’s idea of probabilistic functionalism appears central to answering this 
puzzle, although so too were Thurstone’s (1927) ideas about psychophysics. 

In my work at Strategic Organization Design, simulation is my primary 
methodology, and my early attempt to program, judgment competitions of the kind 
Galton had observed provided excellent results. I simply endowed agents with 
regression models, and provided some with greater ability to utilize cues than others. 
Then, after providing agents numerous periods of learning about the correlation 
between oxen weight, and various perceptible oxen parts, I simply asked my agents to 
guess what the next exhibited ox weighed, and then proceeded to replicate Galton’s 
study, not only for one competition, but for thousands. My findings were shared at 
Universitat Pompeu Fabra in 2010, where, incidentally, Professor Hogarth was in the 
audience.  

My simulation had revealed numerous things. First, the frequency of skewed 
judgment distributions across competitions was high. Indeed, the frequency was much 
higher than what would be expected if judgment distributions were Normal. Second, 
when I correlated skewness with the error of the mean or median judgment, I observed 
clear negative correlation. In other words, not only had my code successfully captured 
Galton’s second observation, but my simulation model clearly predicted an important 
relation to the Wisdom of Crowds, that is to say, Galton’s more famous primary 
observation. It appeared judgment distributions were shaped by cues and the ability of 
my agents, becoming cues themselves for collective intelligence.  

Unfortunately, I was finding it difficult to understand exactly how the ability of my 
agents, and their use of cues, was creating the effects I observed. The use of 
regression by my agents was hiding something crucial. 

The AQ Model of Intuitive Judgment: 

I soon made progress, however, after refreshing my knowledge of skewness, 
and seeing Galton’s imminent probability device, the Quincunx, in a new light. I was 
naturally aware of its basic principle, and its purpose: the device was created to 
demonstrate the central limit theorem, and how the binomial distribution would tend 
towards the Normal distribution as an increasing number of balls passed the many 
layers of pins contained in the contraption. What I had not thought about before, 
however, was what happens when individual balls move past pins with uneven 
probability. When the probability of moving left, is different from the probability of 
moving right, the distribution of balls becomes skewed.  

Then it dawned on me: „What if balls moving though the system of pins were 
conceived as individual judgments, and layers of pins as cues?“ When that simple idea 
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is pursued, the distal object can be computed by an ‘attractor ball’ moving around pins 
in the correct way, that is to say, in accordance with each of the multiple cues. For 
example, if the particular cue associates positively with the distal object, the attractor 
ball moves right at the corresponding layer of pins, while moving left when the 
association is negative.  

The result was not exactly Galton’s original Quincunx, but an extension. 
Galton’s version has no attractor ball, and the probability of left movement, or right 
movement, is identical for all layers. In the Augmented Quincunx (AQ) model, 
however, the probability of following the attractor ball at every pin captures the 
individual judge’s ability to categorize proximal cues correctly. Indeed, if this probability 
equals one, the judgment and the distal object become identical, but when it does not, 
something else happens entirely. Indeed, when individuals are fallible, yet categorize 
cues better than chance, judgment distribution skewness emerges, except only when 
the distal object is extreme compared to its typical value. That was the point 
regression had prevented me from seeing. Figure 1 below illustrates the AQ Model, 
while Figure 2 highlights the basic relation between it, and simple linear regression. 

 

Figure 1. Although quite simple, the AQ model captures the probabilistic relation 
between our inferences about how unusual situations are, and what actually is, which is 
argued to originate from an uncertain cognitive process of categorizing information 
contained in cues, C. In the AQ model, rows of pegs represent cues, while balls falling 
through the system into one of various compartments represent the probabilistic 
categorization of these cues. Extremeness of the distal object, t, is computed by the 
distinct path taken by an attractor ball around pegs in the correct way. 
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Figure 2. The AQ model assumes judges anchor on the intersection of the expected 
value of the distal object, and the expected value cues, and adjust away from that point 
by categorizing cues as being either greater or smaller than typical. The resemblance to 
standard regression is thereby quite clear, given that lines of regression pass through 
this point per definition. However, while the line of regression is placed on the history of 
data according to least squares, the AQ model captures the adjustment, judgment by 
judgment. Moreover, the adjustment is probabilistic to a degree determined by the 
judge’s ability to categorize cues as having less (A) or more (B) information value than 
typical. 
 
I will not describe further details of my study here, but hope this introduction to 

my examination has created sufficient interest for readers to visit PLOS ONE and learn 
in greater detail the role Brunswik has played in Galton’s conjecture on the distribution 
of judgments finally being addressed. The supplementary materials to my PLOS ONE 
article includes an application, which is useful for visually discovering the AQ Model 
and its predictions. 
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My encounter with Brehmer has only been through his publications I eagerly 
read during my time as a doctoral student. In the dusty university library a hot summer 
day in 2000, I read “The psychology of linear judgment models” for the first time and I 
was hooked. Now, more than ten years later when I supervise my own doctoral 
students, his work still has a high impact on me. 

The present study investigates whether there is any difference in learning 
speed, performance and knowledge representation (cue abstraction - knowledge 
representation of abstracted cue weights of the bug are added together to make a 
judgment or exemplar memory - individuals make judgments by retrieving similar 
exemplars from long-term memory) depending on whether the learning is made by 
written verbalization or reading verbalized rules. In the experiment three different 
groups were compared in performance (verbalized group, learning group and control 
group). The verbalized group and the control group received trial by trial feedback in 
the training phase but the verbalized group also verbalized their knowledge from the 
training into written instructions. The learning group did not receive any trial by trial 
feedback in the training phase, instead they were handed the written instructions made 
by the verbalized group. 

The present study supports Enqvist et al.’s (2006) results of higher performance 
caused by intervention when the verbalized individuals (group 1) demonstrated more 
accurate judgments overall. According to the learning speed no significant differences 
were shown even for the individuals that lack training feedback. An explanation could 
be that no feedback after every trial is necessary if the descriptions handed out by the 
individuals that verbalized their knowledge as written instructions are structured and 
clear enough. The control group that received trial by trial feedback but did not have to 
verbalize their knowledge as written instructions showed lower performance in the 
training phase than the individuals that verbalized their knowledge. These results 
strengthen the evidence that verbalization increases learning, which could be 
explained by the verbal facilitation effects described by Huff and Schwan (2008; 2012). 
Further, the results clearly demonstrate that it was a great learning advantage to 
present stimuli analogically rather than propositionally, in contrast to previous studies. 
Stimuli in the format of analogues were in many aspects more beneficial irrespective of 
the form of verbalization or absence of feedback, which partly differs from Ainsworth 
(2006) who argues there is a balanced approach in which both text and pictures 
contribute in a more or less equal degree to knowledge acquisition. 

How the verbalization was formulated in the instructions seems to be important 
for what kind of knowledge representation is used. This also affects the learning and 
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use of knowledge representation for the participants that learned from the written 
verbalization as the verbalization was their only feedback. The participants in this 
group were affected by the verbalized instructions to store whole exemplars instead of 
relying on cue abstraction regardless of stimuli presentation. Maybe reading 
informative stimuli or descriptions of cue abstraction character create an analogue 
representation in the memory to more easily make a comprehensive whole of the 
stimuli. The participants could therefore implicitly be forced to make exemplars of the 
propositions. These exemplars could be remarkably different from the exemplars in the 
analogue condition but fulfill the aim of an individual reference point. Furthermore, the 
results of this study show that exemplar-based knowledge could be the regular result 
of cooperation, even without social interaction. 
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The following is a short summary of some thoughts behind the article “A Brunswik lens 
model of consumer health judgments of packaged foods” appearing in Journal of 
Consumer Behaviour. 
 

In my naiveté I decided I wanted to know how real people judge the healthiness 
of real products. Not mock-products, but the real deal, the sort of stuff you see in the 
supermarket. Considering the obesity epidemic in western countries one would think 
that such a question had already been answered. To my surprise I found that it had 
not. Despite abundant studies on consumer reactions to health and nutrition 
information no one had looked at how consumers react to a representative sample of 
real products. In other words, an enormous body of knowledge had been accumulated 
on how isolated features of consumer products influence health judgments. 

To remedy this I went on a super-size shopping trip and bought all products I 
could find in the dairy section: cheese, milk, yogurt and butter, a total of almost 200 
products. After taking high resolution images of the front and back of each product I 
began coding each of them on nutrition information, health and nutrition claims, 
organic claims, brands, product category, flavor and any other product cue I could 
think of. Equipped with a database of roughly 200 coded product images I collected 
health judgments from a representative sample of more than 1000 Danish consumers. 

To better understand the consumer judgment process and how it relates to the 
market environment that consumers navigate I opted for a Brunswik lens model. To 
build the lens model of consumer health judgments I first computed a nutrition score 
for each product according to WXYfm nutrition model (Scarborough et al., 2007). The 
nutrition model is used by, for instance, the Australian government when deciding 
about which products to endorse for public health reasons and thus provides an 
estimate of each product’s ‘true healthiness’. The main analyses used each of the 
coded product cues to predict the consumer judgments and nutrition score 
respectively (see Figure 1). 

To my surprise I found that consumers are not all that bad in judging food 
healthiness, especially when considering that they almost entirely rely on a single cue 
when forming their judgments: the food category. That is, consumers’ health 
judgments are determined by whether the product is strawberry yoghurt, butter, full-fat 
milk etc. and not by any objective nutrition information such as how much fat, protein, 
or sugar it contains or by whether it bears an official health label. Even more 
surprising, I found that there was practically no effect of nutrition literacy on accuracy 
or cue utilization. Consumers with a high level of health and nutrition literacy also rely 
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almost entirely on the food category. Although one would expect people with more 
knowledge about health and nutrition to read and use nutrition information, it makes 
some sense why they would not. It turns out that the food category is an excellent 
predictor for healthiness and furthermore requires a minimum of effort to process, 
which cannot be said about nutrition information. 

 
Figure 1. A lens model of consumer judgments of food healthiness. 

I believe my study has resulted in a couple of important insights. First, it 
demonstrates an almost ideal case of ecological rationality, i.e. when the structure of 
bounded rational decisions matches the structure of information in the environment 
(Todd & Gigerenzer, 2012). Consumers rely on the single most accessible and 
predictive cue in forming judgments, thus achieving a reasonable level of accuracy 
with almost no effort. Second, it shows that education has virtually no impact on 
consumer judgment accuracy or cue utilization. Third, the results suggest that policies 
aiming at improving health and nutrition literacy may be a waste of resources. The last 
points is, of course, open to debate and should not serve as an argument for less 
public education in general. The point being that if policy makers wish to enhance 
healthy food choice it would probably lead to better results to focus on environmental 
changes that facilitate replacing one product category with another, e.g., replacing 
toast bread with whole grain bread. Policies aiming at educating consumers to choose 
the healthiest product within a category, for instance choosing the healthiest type of 
toast bread, seem likely to fail.  
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This paper (published in the January, 2014, issue of the Journal of Business 

and Technical Communication) was based on an analysis of data from a 
representative sample of senior executives in U.S. business organizations. The 
analysis was guided by the Brunswikian lens model. 

The survey asked executives (n = 303) who had made a recent decision to 
promote someone to reflect on the factors that influenced the decision. Responses 
revealed that in most cases the executive had considered only a few candidates (often 
having a particular person in mind from the beginning), had considered multiple factors 
in making the decision, and had found it relatively easy to reach a decision. 

In responding to an open ended question about their decision factors, the 
executives frequently mentioned communication, especially interpersonal 
communication abilities. Examples included expressions such as “rapport builder,” 
“ability to work well with people,” and “people skills.” 

A more detailed analysis concerned rankings of 23 decision factors collected 
with the maximum difference scaling (MaxDiff) technique. This technique presents a 
respondent with a series of computer screens and on each screen a request to identify 
– from a list of five – the most and least important factors. A respondent’s answers are 
tabulated by computer and what emerges is a complete ranking of all factors. 

Results revealed that the most important factors were past job performance, 
and leadership potential. Another factor that emerged as extremely important was 
strong interpersonal skills (248 MaxDiff points). Among those factors ranked as 
average in importance was the factor of oral communication skills (109 MaxDiff 
points). Ranking considerably lower was the factor of written communication skills (56 
MaxDiff points). These results should be of interest to communication educators and 
trainers. 

We were also interested to see that the age of the respondent affected his or 
her answers. Older respondents (“Boomers”) rated communication (interpersonal, oral, 
and written) more highly than did younger respondents (“Gen X”). While this difference 
could be a maturational effect, we conclude that it is more likely a generational effect, 
suggesting that younger executives will not change their opinions as they mature. 
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Occasionally, decision researchers may frame their problems and scenarios too 
narrowly (Kahneman & Lovallo, 1993). In medicine, narrow framing of diagnostic 
questions may be misleading and result in serious diagnostic errors (Zamir, 2014). In 
order to counteract a similar narrowness in psychological research Brunswik (1956) 
suggests the following sampling procedure: “representative sampling is extended from 
the subjects to the objects from individuals to the stimulus situations and tests”(p. 58). 
Hammond (1948) reminds us that “Brunswik’s main point in connection with sampling 
is that it should be performed with respect to both subject and object, if we are to 
generalize in both directions” (p. 530). A similar idea to restrict causal speculations to 
delimited subject- or situation-areas, called “causal fields”, is suggested by von Wright 
(1972). In our Brunswikian context, causal fields may also be called “defined 
ecological domains” from which we sample stimulus situations, problems or 
observations (Sjödahl, 2009, 2011, 2012). However, Brunswik’s representative 
sampling design has not been applied to any great extent by his fellow researchers. 
Obviously there are some conditions or circumstances that cause a wider application 
of Brunswik’s representative sampling to be a bit difficult to follow. We might expect 
that this inertia to apply a bright idea in a wider context may have something to do with 
situational circumstances and conditions that restrict the researcher’s work situation. 
The following aggravating circumstances might very well have something to do with 
this neglect of Brunswik’s representative design concept: 

1. The complexity of the task, the problem to be solved. Difficulties in 
defining what should be represented on the stimulus side. 

2. Environment’s uncertainty over time; ecologies change fairly fast. 
3. Interdisciplinary obstacles; a representative sample of situations quite 

often requires interdisciplinary cooperation and specialists are not always 
on speaking terms with each other. 

4. An astonishing lack of qualitative approaches as complement to 
quantitative studies. 

5. Allocation of research findings to an unintended application level. 

Tolman and Brunswik (1935) summarize their article about mental 
representations and the causal texture of environment as follows: “…this function of 
local representation has, however, two sub-varieties: 1) objects or situations may 
function as local representatives of others in that they provide (with the cooperation of 
the organism) means-objects to the others; these latter to be known as the goals, 2) 
objects and events may also as local representatives for others in that, being 
themselves caused by such other objects or events they serve as cues for the latter” 
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(p. 73). This description of the environment’s causal texture is not restricted to an 
isolated environment. On the contrary, the authors emphasize the interaction between 
organism and environment with the parenthesis: “(with the cooperation of the 
organism)”. With this broad definition of the concept “representative” it becomes 
natural to regard our covert behavior, e.g., feelings, emotions, thoughts and decisions 
as urgent topics for psychological research. However, it is a bit strange that human 
covert behaviors, i.e. our mental representations, are given so little attention in 
Brunswikian research. Besides our interesting and successful efforts to study the 
actual judgment and decision process via pre-defined task descriptions and criteria-
defined achievements there is obviously a need for methods to map the individual 
decision process as a path with a beginning and an end, connected by intermediary 
mental representations of actions, goals and consequences and feelings, as a chain of 
mental events, representations and combinations, moving around in time from a start 
to a goal. Without such a complementing, qualitative approach, Brunswikian research 
runs the risk of being perceived as a rather mindless enterprise.  

Even if our knowledge about the neural correlates to our conscious states will 
grow rapidly there still remains a need for studying consciousness in terms of 
subjective content. The neurologist Benjamin Libet has expressed this complementary 
need as follows: “Our own subjective inner life, including sensory experiences, 
feelings, thoughts, volitional choices, is what really matters to us human beings” (see 
Crick, 1994, p. 255). Accepting this qualitative stand means that we see the decision 
maker as an anticipatory planner who moves mental representations around making 
currently perceived space change so the initial, surface perception of the task gives 
way for a deeper space, thereby coming closer to the path’s goal, the decision maker’s 
final solution. It is difficult to imagine research about such a path process without 
special methods adapted to qualitative data recording. 

THE INTENTIONAL ASPECT 

Human behavior can hardly be described in causal terms unless the goal or 
intentional aspect is taken into consideration (Tolman & Brunswik, 1935; Miller, 
Galanter & Pribram, 1960; Eccles, 1970; Dennett, 1997; Greenfield, 2001).This goal 
aspect could also be described in terms of different planning capacities and processes 
as suggested by Gulz (1991): 

• “A capacity to represent possible situations – in particular, goal and start 
situations; 

• A capacity to represent and evaluate possible events – in particular its 
own possible actions: to represent their prerequisites and consequences 
or, in other words, the situations they can transform and how. To do this, 
the planning system must have some representation of the spatial and 
causal structure of its environment; 

• A capacity to manipulate ideas prior to acting upon them, that is to 
represent actions and goals without immediately acting upon them” (p. 
46) (Gulz’ stress). 

This author emphasizes that her definition “is intended to be a relatively general 
definition of planning” (p. 46). 
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DIFFERENT GOAL-LEVELS 

Most, perhaps all, Brunswikian studies present with a predefined goal 
description, such as evaluating patients on three traits (Nystedt & Magnusson, 1975), 
or predictions of advertising sales for Time Magazine (Ashton, 1982), etc. Qualitative 
studies as suggested in our text would probably not be restricted to fixed goals, but 
rather result in a row of proposals, reflecting a wide range of goals, purposes, motives 
and reasons for alternative actions and decisions. Some of them would be rather 
abstract or general while others might reflect a concern about concrete, practical 
matters. There would certainly be a variation of goal levels along the scale from 
abstract, general to concrete, practical. We would guess that the latter will be in a 
minority. Goals stated by societies’ authorities, like national educational or health 
agencies, are usually worded at high levels of abstraction. Educational authorities 
may, for example, state their didactic goals in terms like motivation, pupil activity, 
concretizing, individualized instruction, and cooperation skills. The teacher, on the 
other hand, responsible for low-level goals, starts a mental inference chain by asking 
what the necessary conditions are, the premises for realizing these goals. The relation 
between different goal levels and inferences to act has been discussed by von Wright 
(1972) and Anscombe (2002). Obviously, there is a fundamental difference in the 
method of reasoning between the two different goal levels, the overruling, abstract 
level and the corresponding executing level. In the former case we speak of theoretical 
inferences starting with an assertion about how to solve a problem. In the latter case 
the inference chain is different and we talk about practical inferences. It starts with 
what is wanted and then goes on to considerations of necessary conditions, called 
premises, for achieving the goals. This is an inference chain resulting in what 
Anscombe (2002) calls quasi-imperative inferences, i.e., demands to act, practical 
inferences or self-administered goals. Anscombe (2002) asks: “Is inference a process? 
Is infer a psychological verb? Is ‘reasoning’ a psychological concept? If so, it is 
perhaps curious that people don’t usually put inference and reasoning into lists of 
mental phenomena. …But now, how is it that when one considers or examines 
inferences one has no interest in whether anything like that has gone on in someone’s 
mind. …It is because we have no such interest that it does come natural to classify 
inference as a mental content, ‘infer’ as a psychological verb” (pp. 3-4). It is obvious 
that Anscombe’s discussion about the differences between theoretical and practical 
inferences is closely connected with different goal-levels’ duties and responsibilities. 
This difference is clearly illustrated in the annual report from the National Swedish 
Board of Health and Welfare (2011, pp. 73-78). “Individual follow-up plans for the 
patients, compulsory according to a new Swedish law 2010, were not generally 
implemented, very rarely were they set up. Among 67 patients’ records and patient 
charts only two such plans were found” (Author’s own translation). When considering 
evaluation results like these one may ask: Can cognitive science contribute to more 
valid practical inferences, i.e., realizations of premises for better goal achievements? A 
brief example of how to apply Brunswik’s representative design will give us some 
hints.  

Already when deciding about a suitable sample of subjects we have to answer 
the question: What contextual environment is going to be represented in our stimulus 
material, our critical incident interview questions? In some way a restricted contextual 
domain or aspect has to be defined to guide the content of our questionnaire. For our 
short illustration purpose we select a medical specialty, care of schizophrenia and the 
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aspect quality of life. A qualitative research approach with a defined domain aspect 
like quality of life combined with the subjects’ comments on questions like those below 
would give us a surplus of case descriptions, illustrating practical inference chains as 
well as obstacles for realizing the medical staff’s self-administered goals.  

1. Why did you react to this situation as being critical when you first became 
aware of it? 

2. How did you act just on the occasion when you became aware of the 
problem? 

3. Could you have acted in some other way just at this moment? 
4. Were there other ways to handle this critical situation, good or less 

suitable? Please motivate your evaluation of options. 

ATTITUDES AS OBSTACLES 

Sometimes self-administered or quasi-imperative goals may be difficult to 
realize because of attitude obstacles. As Brunswik’s representative design is mainly an 
idiographic approach, emphasizing the need for taking the individual subject’s context, 
the ecology, into consideration we will briefly mention a similar approach within attitude 
research. In Ajzen’s (1991) article “Accounting for actions in specific contexts. The 
theory of planned behavior” (p. 181), the focus is on the individual’s control and 
relation to his/her actual environment. The objectively described behavior control does 
not always correspond to the single individual’s intentions and subjectively perceived 
behavior control (alternatives). The greater this difference between objectively 
described and subjectively perceived control, the less likely that general, overruling 
goals will be transformed to low-level, self-administered goals, and put into practice. 
Without some kind of qualitative complementary studies it would, in such a case, be 
difficult to transform a high-level goal, for example a law about compulsory follow-up 
plans for patients, into practical inference chains and premises necessary for goal 
achievement. 

ALLOCATION OF RESEARCH FINDINGS TO UNINTENDED GOAL-LEVELS. 

In all science we find a strong ambition to classify or categorize observations in 
order to summarize and create a common language. Also in everyday life we make 
extensive use of categories. Why this ability to categorize the world around us? The 
best answer is probably given by Rosch and Lloyd (1978), who suggest that this 
capacity has developed as a means of attaining cognitive economy. In other words, 
categorizing has had survival value in the individual’s adaption to the environment. It is 
very efficient to organize the world around us into restricted numbers of classes or 
categories, rather than trying to store in our own memory every single, individual 
example. For further discussion about the use and construction of category systems 
see Sjödahl (2012).  

In scientific contexts this preference for generalized knowledge has sometimes 
been extreme and resulted in neglect of single-case information even though it has 
been highly relevant for the problem in question. Brunswik’s emphasis on situation 
sampling as well as individual sampling is meant to facilitate causal reasoning about 
situation–individual interaction. In this sense his representative design is idiographic, 
and runs the risk of not fitting into broader categories of knowledge. This is a situation 
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that may result in allocation of research findings to unintended higher goal levels. To 
clarify: A Brunswikian study (Sjödahl, 1974) covering several years of recorded 
interviews with nurses at their place of work used a modified critical incident approach 
to collect case illustrations commented on by the responding subjects. In the interview 
instruction the ecological domain was clearly described and exemplified as the 
psychosocial aspect on patient-nurse interaction in surgical and medical hospital 
departments. Positive and negative episodes were equally often asked for. The 
reported cases were categorized according to 19 situation categories covering the 
whole working cycle from hospital admittance to discharge of the patient. Each 
reported case or script was thus classified by the reporting nurse who also reflected 
over her own responses and suggested alternative ways to handle the situation. This 
research report was well appreciated by the intended users of the findings as a 
document about actual shortcomings in hospital care. However, when it came to 
practical inferences, i.e., demands to act and premises for realizing local (self-
administered goals), the review was extremely negative. Although the low-level goals 
and practical inferences were always presented in connection with a single event, a 
reported situation, classified by the subject, for example “this happened during the 
doctor’s round,” this situatedness was completely ignored as the following generalized 
review illustrates: ”The nurse should have time for all patients who want to talk with 
her, she should conduct ego-supporting talks and strengthen their hopes” (Sonesson, 
1975, p. 4853) (author’s own translation). Nowhere in the original report can this 
generalization be found. The alternative ways to act are the nurse’s own suggestions 
of how to handle the single event/situation she has just reported. This faulty allocation 
of qualitative research findings to an unintended, more general goal level may be seen 
as a displacement heuristic, sweeping Anscombe’s (2002) practical inference chains 
and self-administered local goals under the carpet. Magnusson and Stattin (1998) 
warn that certain psychological theories about the interaction between individual and 
environment are often summarized in general, broad, distal categories. Obviously, 
many forces are at cross purposes with Anscombe’s (2002) practical inference chains 
and Brunswik’s idea about representative design and context-dependent research 
results.  

Within some fields like psychiatric diagnostics, the neglect of idiographic, 
contextual information is alarming. Qualitative data giving meaning to diagnostic labels 
are often non-existing and patients are routinely labeled with descriptive surface 
symptoms (Sjödahl, 2011, 2012, 2014). 

However, the mutual dependence between psychometric and qualitative 
research approaches is admirably illustrated in a recent study (Strand, Sjöborg, 
Stahlmeijer et al., 2013) about medical students’ perception of their clinical workplace 
environment. In their final discussion the authors suggest the following complement to 
their psychometric analysis: “…additional qualitative data to further deeper 
understanding of the various elements of optimal and suboptimal workplace learning 
environment for this group of learners” (p. 1023).  
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Since the 1980s, images and visual media have become an area of major 
interest in the history and theory of science, science and technology studies and 
sociology of science. Images, diagrams and iconic material are used widely in the 
production and dissemination of scientific knowledge both within and outside the 
laboratory. In contrast to a long-standing tradition of understanding the “core” of 
scientific knowledge as a matter of written sentences, which still dominates 
contemporary history of psychology, the new historiography acknowledges visual 
media as distinct parts of scientific knowledge in their own right (cf. Mitchell, 1995; 
Daston & Galison, 2010).  

With an academic background both in philosophy of science and psychology, 
my research interest focuses on the development of a media-centered historiography 
of psychology. Two earlier publications were concerned with philosophical and 
epistemological implications that go along with psychology’s increasing use of visual 
media (Wieser & Slunecko, 2013a, 2013b). My first historical case study on the roots 
of psychological imagery was devoted to Freud’s early visualization practice, which he 
was trained in at the Viennese Institute of Physiology under Ernst Brücke, and its 
profound influence on Freud’s later image of the “psychical apparatus” (Wieser, 2013).  

As he was a long-time student and assistant at the Viennese Department of 
Psychology, the work of Egon Brunswik seemed an obvious object of inquiry for the 
advancement of an image-oriented historiography of psychology. Besides his 
contributions on statistics, methodology and probabilism, his image of the “lens” 
probably represents his most important legacy within experimental psychology, a 
theory of human perception which fundamentally builds upon geometrical methods to 
visualize the processes of human perception and cognition. What struck me most was 
the apparent contrast between Brunswik’s symmetrical and clear-cut visualization of 
the “lens” in his habilitation thesis from 1934 (Brunswik, 1934) and Heider’s sketch of 
the “lens” in his private notebook (Heider, n.d./1987, Vol. 2, p. 149). Furthermore, 
Brunswik’s own presentation changed profoundly after his migration (compare 
Brunswik, 1952, p. 20). While Heider’s sketch of the “lens” visualized the relation of the 
“phenomenon” and “thing” and, most prominently, the layer of the “medium” which 
connects both of them, Brunswik replaced the concept of “phenomenon” with “image” 
(“Abbild”) and used a geometrical, symmetrical outline for his outline. Over the next 
decades, the “subjective” side of perception began to vanish in Brunswik’s model. On 
its place, we soon find a “perception-reaction” (Tolman & Brunswik, 1935), a 
“perceptual response” (Brunswik, 1940) and, in its last version, a series of “initial” and 
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“terminal variables” which make up a completely objective “functional unit of behavior” 
(Brunswik, 1952). 

The difference between these images appeared even more puzzling as Heider 
(and sometimes his teacher Meinong) is frequently cited by Brunswik and his followers 
as the main inspiration for Brunswik’s conception of the “lens”, although Heider harshly 
criticized Brunswik’s methodology as “stuck in the early views of the ‘Vienna Circle’” 
(Heider, 1983, p. 132) and argued that “Brunswik does not (curiously!) consider what 
is necessary to get from atomistic proximal stimulus to the distal world - this step 
demands more than a mathematical putting together of single items” (Heider, 
n.d./1987, p. 166). 

To gain a better understanding of why Brunswik changed the outline, structure 
and key components of Heider’s “lens,” I drew upon Frederic Bartlett’s book 
Remembering (Bartlett, (1932/1995) and his understanding of visual transformations 
as an effect of the application of different “schemes” which imply different sets of 
norms, beliefs and presuppositions and which are acquired through and embedded 
within different social collectives. 

To sum up my arguments briefly (which are presented in detail, along with the 
sketches of the lens, in Wieser, 2014): Heider and Brunswik belonged to very different 
groups of academic psychologists. Heider represented a type of textbook psychologist 
who was more concerned with conceptual and epistemological questions than the 
execution and interpretation of singular psychological experiments. He did not ground 
his arguments on empirical data, as he was concerned with the conceptual foundation 
and presuppositions on which these data were gathered. His research was closer to 
phenomenology, essayistic in style and less bound to a certain methodology.  

Brunswik’s work, on the other hand, was devoted to the advancement of 
experimental methods and the proper statistical interpretation of numerical data which 
were acquired through his experiments. In contrast to Heider, Brunswik was very close 
to the Vienna Circle and the movement for the “unity of science”. After his migration to 
Berkeley, Brunswik had to adapt to the cognitive “schemes” which dominated the 
research of his new social peers, behaviorism and logical positivism, to gain 
acceptance within his new community. The physicalist ideals of quantification, 
objectification, operationalization and non-introspectionist experimentation were very 
strong within these academic collectives, while “metaphysical” problems were 
supposed to be eliminated from scientific investigations. The various versions of 
Brunswik’s “lens” are documents of these changing social contexts. Brunswik 
transformed Heider’s sketchy drawing into a clear-cut geometrical diagram, and 
replaced philosophical and media-theoretical questions from Heider’s “Thing and 
Medium” (1926/1959) with experimental tasks for his psychology of “objective 
relations” (Brunswik, 1937). 

In the discussion of his experiments on “serial reproduction,” Bartlett argued 
that human perception and cognition are structured by sets of beliefs, norms and 
presuppositions which are not invented by a sole individual but products of a social 
collective. When images or stories circulate between groups and collectives, these 
“schemes” exert their influence by transforming strange and “meaningless” cultural 
elements until they become “meaningful.” In the case of the “lens” a very similar 
process occurred: Heider’s “lens” addressed an audience of philosopher-psychologists 
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which were open to his epistemological and phenomenological perspectives, while 
Brunswik had to eliminate all “subjective” or phenomenological facets of the “lens” to 
make it compatible with the norms of logical positivism and neobehaviorism. None of 
the various changes and transformations of the “lens” was based on new empirical 
findings or experimental data, as each one of them represents a normative guide on 
how empirical investigations should be performed and interpreted, not purely 
descriptive accounts of human perception and cognition. 

Altogether, my media-historical account was designed to uncover and analyze 
the social and epistemological conditions that shaped the manifold versions of the 
“lens.” Its remarkable history documents the struggle of academic psychology with 
philosophy, epistemology, phenomenology and the search for a unified and exact 
methodology during the first half of the 20th century. The intellectual origin and later 
migration of Heider and Brunswik, the decline of phenomenology, the rise of logical 
positivism, the dominance of neobehaviorism and the dawning of cybernetics within 
academic psychology all left their marks in the images of the “lens,” whose history and 
meaning cannot be properly understood without the various social contexts that 
created and transformed it (p. 1023).  
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Along with Esther Kaufmann, we presented a short course at the meeting of the 
European Society of Medical Decision Making in Antwerp, Belgium this past spring. 
The course was called “The Psychology of Medical Decision Making: How to Analyze 
Clinical Judgment Using a Lens Model Approach.” It was an intermediate level course 
covering the history of the lens model and how to construct lens model studies. We 
greatly enjoyed the meeting and took some extra time to visit some of the great art 
exhibits in Belgium (plus a trip to Amsterdam). The PowerPoint of the short course is 
available on request (please sent the request to Bob or Tom).  

Over the past several years, we have been working with a research group of 
emergency medicine physicians in Wisconsin to study the factors that affect whether 
they prescribe antibiotics for acute respiratory illness. We found that their weighting of 
clinical factors on paper cases was nearly identical to a group of primary care 
physicians we had studied previously in Colorado (there is a significant problem with 
overuse of antibiotics in acute respiratory infection, particularly for acute bronchitis 
which is mostly viral and does not benefit from antibiotics). Additional information you 
will find at: Safdar, N. S., Tape, T. G., Fox, B., Svenson, J. E., Wigton, R. S. (2014). 
Factors Affecting Antibiotic Prescribing for Acute Respiratory Infection by Emergency 
Physicians. Health, 6, 774-780, http://dx.doi.org/10.4236/health.2014.68099. 

We are also working with this group to examine the importance of barriers to 
use of currently available methods for preventing hospital transmission of clostridium 
difficile infection. 
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The Research Program KoKoHs. The research program KoKoHs is a German 
research initiative on “Modeling and Measuring Competencies in Higher Education”, 
funded by the Federal Ministry of Education and Research. It aims to provide 
systematic, internationally compatible and visible fundamental research on 
competency assessment and development in higher education in Germany (see 
http://www.kompetenzen-im-hochschulsektor.de/index_ENG.php; Zlatkin-
Troitschanskaia, Kuhn & Toepper, in press). The first funding phase is running from 
2011–2015. The program includes 24 cross-university project alliances encompassing 
nearly 70 single projects with approximately 220 researchers at more than 50 
institutions of higher education in 14 German federal states as well as in Austria.  

Earlier approaches to competency assessment in Germany were mostly limited 
to prerequisites for higher education admissions tests, data on learning opportunities, 
and subjective measures (see Kuhn & Zlatkin-Troitschanskaia, 2011). The KoKoHs 
research program aims to systematically model and assess domain-specific and 
generic competencies in higher education. KoKoHs projects take into account 
curricular and job-related requirements, transform theoretical competency models into 
suitable measuring instruments, and validate test score interpretations. KoKoHs 
focuses on selected domains of study, including economic and social sciences, 
engineering sciences, educational sciences, and teacher training in STEM subjects 
(science, technology, engineering, and mathematics). 

During the first funding phase, KoKoHs projects defined competencies 
holistically as latent cognitive and affective-motivational underpinnings of performance 
(see Ewell, 2005; Rycher, 2004; Winch & Foreman-Peck, 2004; Weinert, 2001). 
Models of cognitive abilities and skills were operationalized through measuring 
instruments and tested in empirical assessments. Validation efforts aimed to establish 
validity of interpretation of the evidence and focused on the key question: What can we 
infer from the cognitive representations elicited by the assessment about the actual 
competencies of individual students? This approach always includes a challenge: The 
underlying abilities and skills – ideally also the corresponding affective-motivational 
aspects – need to be operationalized through representative, practice-oriented, and 
often domain-specific tasks; assessments need to represent specific situational 
contexts and be free of potential bias, such as measurement errors or influences of 
construct-irrelevant test-taking behavior. 
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In the following, we outline key aspects of the KoKoHs program, including the 
concept of competency, the assessment design, important validity issues, and future 
perspectives. 

Concept of Competency  

Following Weinert’s holistic definition (2001), the KoKoHs program generally 
defined competencies as “cognitive abilities and skills that individuals possess or 
acquire in order to solve certain problems as well as the aligned motivational, volitional 
and social dispositions and skills to apply the solutions in different situations 
successfully and responsibly” (pp. 27-28), specifically competencies acquired in higher 
education. For practical reasons, KoKoHs projects focused on cognitive abilities and 
skills and specified them for their respective study domains. According to Klieme et al. 
(2008), competency can be narrowed down to cognitive dispositions that are context-
specific, learnable, and related to practical situations. The aligned non-cognitive 
aspects, such as motivational, volitional, and social dispositions, were assessed 
separately.  

Competency constructs were further defined with the following characteristics: 
dispositional (not performance), latent, relatively stable over time and within situations, 
influenced by dynamic state components, changeable in level through learning and 
forgetting, domain-specific, situation-dependent, comprising multiple cognitive and 
non-cognitive abilities and skills, and evidence-based. 

Assessment Design and Validation Approach 

The general assessment framework in KoKoHs was based on the Assessment 
Triangle by Pellegrino, Chudowsky, and Glaser (2001, p. 44), which covers three 
interdependent aspects that are fundamental to many assessments: “a model of 
student cognition and learning in the domain, a set of beliefs about the kinds of 
observations that will provide evidence of students’ competencies, and an 
interpretation process for making sense of the evidence”. These three aspects 
corresponded with key objectives of KoKoHs: 

1. defining the construct to be assessed (cognition), 
2. developing and using suitable models and measuring instruments 

(observation), and  
3. drawing valid inferences from the assessment data (interpretation).  

The Assessment Triangle provided the cornerstones for an assessment 
connecting theoretical constructs of students’ individual competencies with empirical 
evidence, that is, estimates based on limited instances of students’ abilities and skills, 
in an argument-based approach of “reasoning from evidence” (Mislevy, 1994). For 
more specific, practical orientation, KoKoHs projects adopted the evidence-centered 
assessment approach and test development concept (Mislevy & Haertel, 2006; Hattie, 
Bond & Jaeger, 1999), which includes the following steps (see Brückner, Zlatkin-
Troitschanskaia & Förster, in press): 

• Domain analysis and domain modeling: In the assessment of 
competencies in higher education, important initial steps included 
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analyzing and defining the domain and modeling the domain-specific 
construct to be assessed. 

• Assessment framework: Next, an assessment framework was defined, 
which served for operationalizing the theoretical model and developing 
items for the test instruments. 

• Assessment implementation: The test instruments were tested 
empirically, and item responses were converted into test scores, which 
were aggregated. 

• Assessment delivery: The test scores were analyzed using various 
psychometric models. Analyses always included evaluations of fit of the 
data to the theoretical constructs and to the corresponding test score 
interpretations. The conclusive evaluation of the test instruments with 
regard to various validation criteria is under way and will serve as a basis 
for further decisions. 

Validation is of key importance in KoKoHs. Validation efforts follow the 
International Standards for Educational and Psychological Testing (AERA, APA & 
NCME, 2004; 2014). These provide a joint methodological focus for very 
heterogeneous projects, while still leaving enough room for individual projects’ aims 
and needs. So far, most KoKoHs projects have focused on the validation criteria of 
“test content” and “internal structure”; some have also analyzed “response processes” 
and “relations to other variables” such as courses attended at university (see Brückner 
et al., in press). 

Future Perspectives 

So far, the KoKoHs program has addressed methodological challenges such as 
systematically designing or adapting items, considering framework conditions, such as 
time, method, and format, analyzing data with complex psychometric methods, 
confirming psychometric quality criteria, and undertaking comprehensive validation. 
For the next funding phase of the KoKoHs program, the models of competency 
structures, the assessment designs, and the measuring instruments developed and 
tested so far will provide a solid basis for in-depth longitudinal multilevel analyses in 
field experimental validation studies.  

Researchers familiar with the Brunswikian perspective will recognize that the 
orientation of the KoKoHs program shares important characteristics with Brunswik’s 
framework, specifically the importance of domain analysis and domain modeling and 
the notion that assessments need to represent specific situational contexts. We would 
welcome discussion and collaboration regarding the possibility of the application of a 
lens model approach or another Brunswikian method or concept to the domain of 
educational assessment. 
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