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After six years with Lars Sjödahl as editor of the Brunswik Society Newsletter, 
we have now taken over this task.  

At the outset, as we assumed this responsibility we realized that it needed more 
than one person to do the job as well. So, we commenced as a group of three and 
have tried our best to come close to previous Newsletters. However, the foundation of 
this Newsletter is not the editorial team, it is the authors. Hence, we greatly appreciate 
and thank them for their contribution to the Newsletter this year.  

As you can see, in the end we received varied contributions, from doctoral 
students and junior researchers as well as from senior researchers and emeritus 
professors. So, we have covered the entire academic spectrum with the content of 
these contributions.  

Within this newsletter you will realize that Brunswikian research is a topic in 
sport psychology and also goes into the future with online social networks. Some of 
the contributions inform us about on-going research, others about published papers 
and one contribution goes even into the past, informing us about Brunswikian research 
in the early days.   

We hope that the richness of the included contributions of this year‘s Newsletter 
inspires further thoughts for research while reading it.  

Sincerely, 

Esther Kaufmann, James A. Athanasou and Robert M. Hamm 

 

Thank you to the webmaster of the Brunswik Society Tom Stewart for providing 
web access to the Newsletter. 
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Designing a Protocol for Monitoring Tactical Decision-Making in Volleyball while 

Using a Representative Design 
____________________________________________________________________________ 
 

 
Afonso, J., & Mesquita, I. 

University of Porto, Faculty of Sport, Porto, Portugal, 
Centre of Research, Education, Innovation and Intervention in Sport, Porto, Portugal, 

Portugal  
 

Contact: jneves@fade.up.pt 
Summary 

Developing decision-making abilities will enhance performance in team sports. 
However, few protocols exist for evaluating decision-making skills in live settings, and 
even fewer adopt representative designs. We present a four-step protocol for 
evaluating decision-making in defensive volleyball tasks, using a representative design 
with increasing complexity. Eye movement registration and verbal reports of thinking 
are used to capture relevant data. This protocol will provide information concerning the 
cues capturing the player’s attention; hence, it will afford better individualization of the 
training processes for each player. Repeated application of this protocol will provide 
information on the players’ progression and allow fine-tuning of the training process. 

Key words: evaluation; decision-making; representative design; volleyball 

 

Introduction 

Research on decision-making has elicited a considerable interest in team sports 
(Roca et al., 2011). Notwithstanding, decision-making is usually left out of the 
evaluation protocols used in the training process. In volleyball, there is a paucity of 
investigation is this field; the works of Afonso et al. (2012), Piras, Lobietti and Squatrito 
(2010), and Moreno et al. (2008) stand out. Furthermore, research should develop 
representative designs, enabling the drawing of conclusions to real-life performance 
(Brunswik, 1955). Namely, the possibility to physically interact modifies the subject’s 
anticipatory response, underlining the relevance of creating experimental conditions 
and tasks that reproduce, as reliably as possible, the natural context of performance 
(Bruce et al., 2012). 

Therefore, the purpose of our work is to provide coaches and researchers in 
sports sciences with guidelines for elaborating experiments that scrutinize the 
processes underpinning decision making in team sports, while using a representative 
design. A set of representative, complex defensive tasks in volleyball will be used, 
while combining distinct methods for collecting information. 
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Implementing the protocol 

Research on perceptive-decisional mechanisms underpinning performance in 
team sports has relied extensively on analyzing ocular behaviors to infer attentional 
factors involved in performance (Mann et al., 2011). Notwithstanding, it is known that 
point-of-gaze as well as duration may not correspond linearly to the locations from 
which information is being captured, nor to the quantity of information processed 
(Vickers, 2009). In this vein, analysis of verbal reports provides a window into the 
athlete’s cognitive processes (McPherson & Kernodle, 2007) and may be a sound 
complement for this type of research. The purpose of the current protocol is to 
examine the processes underpinning decision making in a defensive volleyball task, 
applying a representative design while combining simultaneous eye movement 
recording and immediate retrospective verbal reports of thinking. 

The action will take place on a standard size volleyball court. In all four tasks, 
the players will assume a backcourt defensive position and attempt to defend attacks 
from the opposite team. Measures from eye movements will be registered in real-time, 
with the participants using an eye-tracking system. After each trial, the participants will 
leave the court to provide immediate retrospective verbal reports of thinking (‘What 
were you thinking about while playing this point?’), following the protocol developed by 
McPherson (2000) and later adapted to the requirements of volleyball (Moreno et al., 
2008). 

In the first task, defender against single attacker (Figure 1), the coach tosses a 
ball to the setter, who sets the ball to the attacker. This task will provide information 
concerning how the defender analyzes the attacker; specifically, how the attacker 
moves, the direction of his run-up, trunk and arm actions, relation with the ball, power 
put into the preparatory phase of the action, among others. 

In the second task – defender against setter and multiple attackers (Figure 2) – 
the coach will toss the ball to the setter, but the team will have three attackers 
available. This second task will afford understanding on how the defender analyzes 
the setter’s actions, namely his or her body language and position, in attempting to 
anticipate the attacker that will be served by the set. Furthermore, the defender will 
also have to analyze whether the attackers made any movements previous to the set 
that can enhance the chances of anticipating the attack location. 

 



 

  
  

7 

 

Figure 1. Defender against single 
attacker. 

 Figure 2. Defender against setter 
and multiple attackers. 

 

Task number three – defender against setter and multiple attackers, with 
blockers opposing the attack (Figure 3) – will add the actions of the blockers of the 
defender’s team. Besides analyzing the opponents, the defender must now act in 
coordination with his teammates, namely considering the zones covered by the block 
and the possibility of the ball being deflected by the blockers. This will also introduce a 
novel possibility for the attackers, as they can now explore the block in their 
advantage. Thus, the defender will have to consider this possibility and adapt its 
perceptive-decisional strategies accordingly. 

 

 

Figure 3. Defender against multiple opposition, with blockers. 

 

In the fourth task, defender in full 6 vs. 6 scenarios, participants will attempt to 
defend attacks during 6 vs. 6 game situations. The sequences start with a serve 
towards the opposite side, after which the opposing team will run an attack sequence. 
The defending team will present three blockers and three backcourt defenders, one of 
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which (zone 6) is the participant in the study. This task will generate the possibility of 
analyzing the quality of the first contact, which constrains the setter’s options and also 
the attackers’ movements before the set. Moreover, the defender’s team will now be 
complete, and his defensive action will have to be coordinated not only with the 
blockers, but also with his two colleague defenders. As different possibilities for action 
emerge, perceptive-decisional strategies are expected to become more complex and 
specific. 

Applications 

It was our purpose to develop a representative experimental design that could 
assist coaches and researchers in better capturing the mechanisms underpinning 
perceptual-decisional expert performance, using a representative defensive task in 
volleyball to illustrate the core principles. A combination of verbal reports of thinking 
with eye-tracking data was applied for collecting data. The proposed protocol will 
afford useful information concerning the cues that capture the player’s attention, and 
coaches can then analyze whether to reinforce or to change the player’s strategies. 

Overall, data from the four tasks may provide an indication of the tactical and 
technical level of the analyzed players and/or teams, thus affording the coach with 
powerful information to regulate the training process, specifically the complexity of the 
drills. It will also be possible to better individualize the training scenarios and the 
feedback given to each player, according to the nature of their performance in these 
tasks. Even for physical preparation, these tasks will contribute considerably, since 
capturing the most adequate information and knowing what to do with it will enhance 
the players’ reaction times, improving their performance. 

References: 
Afonso, J., Garganta, J., McRobert, A., Williams, A. M., & Mesquita, I. (2012). The perceptual cognitive 

processes underpinning skilled performance in volleyball: Evidence from eye-movements and 
verbal reports of thinking involving an in situ representative task. Journal of Sports Science and 
Medicine, 11, 339-345. 

Bruce, L., Farrow, D., Raynor, A., & Mann, D. (2012). But I can't pass that far! The influence of motor 
skill on decision making. Psychology of Sport and Exercise, 13, 152-161. 

Brunswik, E. (1955). Representative design and probabilistic theory in a functional psychology. 
Psychological Review, 62, 193-217. 

Mann, D., Coombes, S., Mousseau, M., & Janelle, C. (2011). Quiet eye and the Bereitschaftspotential: 
Visuomotor mechanisms of expert motor performance. Cognitive Processing, 12, 223-234. 

McPherson, S. (2000). Expert-novice differences in planning strategies during collegiate singles tennis 
competition. Journal of Sport and Exercise Psychology, 22, 39-62. 

McPherson, S, & Kernodle, M. (2007). Mapping two new points on the tennis expertise continuum: 
Tactical skills of adult advanced beginners and entry-level professionals during competition. Journal 
of Sports Sciences, 25, 945-959. 

Moreno, M. P., Moreno, A., Ureña, A., Iglesias, D., & Del Villar, F. (2008). Application of mentoring 
through reflection in female setters of the Spanish National Volleyball team: A case study. 
International Journal of Sport Psychology, 39, 59-76. 

Piras, A., Lobietti, R., & Squatrito, S. (2010). A study of saccadic eye movement dynamics in volleyball: 
Comparison between athletes and non-athletes. Journal of Sports Medicine and Physical Fitness, 
50, 99-108. 

Roca, A., Ford, P., McRobert, A., & Williams, A. M. (2011). Identifying the processes underpinning 
anticipation and decision-making in a dynamic time-constrained-task. Cognitive Processing, 12, 
301-310. 

Vickers, J. (2009). Advances in coupling perception and action: The quiet eye as a bidirectional link 
between gaze, attention, and action. Progress in Brain Research, 174, 279-288. 
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______________________________________________________ 
 

Interests as a Component of Adult Course Preferences 
______________________________________________________ 

 
 

James A. Athanasou 
University of Technology Sydney & Private Practice,  

AUS 
 

Contact: athanasou@gmail.com 
 

This contribution to the Newsletter probably represents my last submission now 
that I have retired for some years and am quickly running out of steam. I hope that the 
reader will allow me some recollections before continuing with the substance of my 
contribution which for the most part relies on previous knowledge and little that is new. 

My interest in Brunswik was stimulated in the early 1980s by Ray Cooksey who 
was my doctoral supervisor at the University of New England. My reading of the works 
in this field by many capable researchers provided me with a different outlook on 
psychology and one for which I am eternally grateful. Equally I am proud of my small 
involvement with the Brunswik Society, to which I had the honor to be introduced. 

As a result, I now understand that for the most part group studies in psychology 
do not have generalizability and that the findings of most studies are not cumulative. I 
have come to respect the social judgment perspective in human behavior, and over 
time I have become enamored with the lens model. 

Indeed, in the inside cover of my pocket diary, I carry three equations with me 
that I consider have enormous implications for behavioral science. These are: Hick’s 
Law (information theoretic entropy); the Rasch equation; and the lens model equation. 
Probability is the common link. I wish that I had the ability to unravel this link. 

My research career has been largely in the area of vocational interest 
assessment and only a few studies have been Brunswikian in focus. There is nothing 
ground-breaking in my publications; for the most part they are those of a journeyman. 
Nevertheless it has been immensely rewarding and enjoyable. For me, the highlight 
was the Brunswik conference at Landau. Anyway, from time to time I apply the 
Brunswik lens to the questions that I research. 

The last paper (in press) which is the topic of this report to the Newsletter was a 
request (when you get academically older then people start to ask you for papers and 
book chapters). It focused on the role of creativity in course choices. 

The role of interest in adult and vocational education as a mental resource for 
learning is well-known to educators. In teaching contexts, however, interest is 
considered mainly in terms of gaining student attention or enhancing educational 
curiosity, yet there are other aspects such as entrenched knowledge, emotional 
commitment, and relevant abilities that characterize a personal or longstanding 
interest. 
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I believe that career interests share the same cognitive, conative and affective 
platform as educational interest. Vocational interests often act as the precursor for 
adult learning because they encompass the initial preference. 

Notionally it is considered that for many learners a career interest should be a 
component of course choices. Naturally, individuals will differ and this study 
considered to what extent a person’s individual educational choices are mediated by 
their career interests. I examined this through the medium of an intensive case study. 
The repeated choices of adults were examined in order to determine any pattern in 
their choices and to describe their decisions. 

Figure 1 describes the model for investigating the individual judgments. The 
ellipses in Figure 1 represent items of information embedded in a course title. In this 
study the embedded features are the six vocational personality types formulated by 
Holland. Each educational course can be classified by these six types. For instance, 
accounting was classified as involving principally enterprising and conventional 
interests in the Holland model; art is exclusively artistic in the Holland model; computer 
technology involves a mixture of realistic, investigative and conventional interest types 
in the Holland model and so forth. As a person reacts positively or negatively to a 
course they may implicitly respond to these cues (i.e., implicit types). If we present 
enough choices then it is possible to describe the role (if any) of such career interests. 
The individual making the choices would not be aware, however, that they are 
responding to a series of coded implicit features. 

	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  

 

Figure 1. Implicit features that are present or absent in a course title.  

 

In this study I presented adults with a range of courses that were advertised as 
available at a local community college and asked them to choose which ones they 
might be likely to apply for. It was hypothesized that each person would respond to 
implicit features of courses in lawful but idiosyncratic ways.  
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Four adults (you do not get much time when journal editors are in a hurry and 
desperate) participated in an educational-vocational assessment and in the process of 
providing vocational guidance their course selection was examined using a logistic 
regression. The intra-rater consistency of choices ranged from 88%-100% for repeated 
course profiles. Choices varied from 2-11 courses. Results supported a minor role for 
vocational interest in these course choices. The overall R-squared values were around 
.281-.764. It was concluded that (a) adult choices did not rely exclusively upon 
interests; (b) adults used complex decision-making policies; and (c) the policies 
adopted were idiosyncratic. 

Participants had some insight into their judgment policy. Nevertheless, it was 
not possible to model the judgments with a high degree of accuracy mainly because of 
necessity so many courses are rejected. My imprecise observation is that they took 
cognizance of their dislikes but then other factors such as relevance and value 
intervened in making the final choices.  

Career interest may be necessary but still not sufficient for the course choices 
of many adults. Despite the value of relevance of one’s interests, in adult education, 
they did not appear to affect course choices in any obvious way. Paradoxically 
negative interest (i.e., dislike) may be more useful in predicting course rejections. 

The findings confirmed the huge individuality in the course choice process of 
adults. It would have been nice if community college course choices were based solely 
on interest but the world is a messy place. So, dear colleagues, this is probably 
(p>0.5) my Brunswik swansong. As David Adams of The Hitchhiker’s Guide to the 
Galaxy might have said: “So long and thanks for the lens model”! 

Acknowledgement 

It would be remiss of me not to acknowledge the cooperation and support of 
Lars Sjödahl, Esther Kaufmann, Ray Cooksey, Ken Hammond and the late Bernard 
Wolf. 
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________________________ 
 

News from the Past Year 
_________________________ 

 
 

Jason W. Beckstead 
University of South Florida College of Nursing,  

US 
 

Contact: jbeckste@health.usf.edu 
 

This year I published results of a study of physicians that members of the 
Society may find interesting. An abbreviated abstract follows: 

The benefits of prescribing cardiac rehabilitation (CR) for patients following 
heart surgery is well documented; however, physicians continue to underutilize CR 
programs and disparities in the referral of women are common. The research 
presented here employed clinical judgment analysis (CJA) to discover the tacit 
judgment and referral policies of individual physicians. The specific aims were to 
determine 1) what these policies were, 2) the degree of self-insight that individual 
physicians had into their own policies, and 3) the amount of agreement among 
physicians. Thirty-six Canadian physicians made judgments and decisions regarding 
32 hypothetical cardiac patients, each described on five characteristics (gender, age, 
type of cardiovascular procedure, presence/absence of musculoskeletal pain, and 
degree of motivation). Consistent with previous studies, there was wide variation 
among physicians in their tacit and stated judgment policies and self-insight was 
modest. On the whole physicians showed evidence of systematic gender bias as they 
judged women as less likely than men to benefit from CR. Insight data suggest that 
one in three physicians were unaware of their bias. There was greater agreement 
among physicians in how they described their judgments (stated policies) than in how 
they actually made them (tacit policies). These findings offer some explanation for the 
slow progress of efforts to improve CR referrals and for gender disparities in referral 
rates. 

Reference: 
Beckstead, J. W., Pezzo, M. V., Beckie, T. M., Shahraki, F., Kentner, A. C., & Grace, S. L. (2013). 

Physicians' tacit and stated policies for determining patient benefit and referral to cardiac 
rehabilitation. Medical Decision Making. doi:10.1177/0272989X13492017 

  



 

  
  

13 

__________________________________________________________ 
 

A Personal Journey in the Land of Brunswik and Colleagues 
__________________________________________________________ 

 
 

Rami Benbenishty 
Bar-Ilan University, Ramat Gan, 

Israel 
 

Contact: ramibenben@gmail.com 
 

My meeting with Brunswik was uneventful. I was walking down the stairs in the 
Paul Barewald School of Social Work at the Hebrew University of Jerusalem, when 
Monica Shapira asked me whether I would be interested in being her assistant, 
working with her on her Ph.D. thesis. The year was 1976 and Monica was a 
mythological figure - a holocaust survivor who worked with WW II refugees, and led 
the Rehabilitation Department of Israel’s soldiers. She decided that her response to 
the Nazis was to come back to school and finish her doctorate. She was very fortunate 
to have the legendary Tversky and Kahneman as her thesis supervisors. They 
recognized how special and different she was and accepted her as a student, despite 
the fact that her line of research and methodology were far from their breakthrough 
work. 

Monica introduced me to Brunswik, Hammond, Einhorn and the “Lens Model”. 
Her dissertation was a statistical modeling of the decisions of probation officers on the 
disposition of juvenile delinquents, based on content analysis of their case files. My 
MA thesis was on a side issue - could we predict their decision, based on missing 
information; that is, if we know what they did not have recorded in their files. 
Interestingly, I could explain a very large proportion of the variance based on missing 
information. 

This is when I fell in love with Egon. Despite the fact that no one in social work 
was interested in this line of work, I was captivated with the interplay between theory 
and reality, captured in the lens model and in discussions of simple models or simple 
processes. I conducted a long series of studies that had the lens model and 
Probabilistic Functionalism in the background. Unfortunately, in almost any area of 
social work I worked, the “ecological validity” could not be established. In most, if not 
all of my studies, I needed to focus on one side of the lens model, framing it as “policy 
capturing”, describing and explicating underlying decision models. I was unable to 
examine satisfactorily the extent to which judgment and criterion were associated.   

Since completing my thesis, I conducted many studies in several content areas 
and used several different methods. For several years I was a researcher at the 
Mental Health Department of the IDF. I studied the decision whether to discharge a 
soldier due to mental health difficulties. This was a very fruitful line of research, as it 
explicated a decision that was decentralized among many clinicians who never met 
and had only a vague idea why a soldier should be discharged (except for the extreme 
psychotic breakdowns that did not require any professional judgment). I mainly 
analyzed the content of case files. This study provided very important insights 
regarding the implicit policy underlying the decision – mainly, discharge did not reflect 
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“mental health” issues, as it was depicted, but judgments of potential to adjust to 
military life, and the potential difficulties the military may experience with disciplining 
the soldier. I hope and believe that my presentations of these insights were 
instrumental to bring about discussions on this issue and eventually policy changes 
(Benbenishty, Zirlin-Shemesh, & Kaplan, 1993). 

The work on discharge led to my interest in developing decision aids based on 
integrating insights from several methods, including statistical modeling a la judgment 
analysis and “think aloud” in order to identify rare cases that could not be captured 
statistically (Benbenishty, Zirlin-Shemesh, & Kaplan, 1993). In an interesting twist I 
created a computer program that required a judge to actively “ask” for information on a 
case. The program had an underlying data base extracted from case files. The 
participants asked for all the information they needed about the case and after 
examining it made decisions whether to discharge the soldier. I could then conduct two 
related lines of analysis – compare the real life decisions with those based on the 
computer representation and identify patterns of information search. One of the very 
interesting insights was that expert decision makers may have used different 
information search patterns (e.g., start with the present and go back in time, or the 
other way around) but agreed on the decision. A central interpretation was related to 
one of Brunswik’s ideas that cues in the environment are interrelated and redundant, 
and therefore wherever you looked into the lives of these soldiers you saw the same 
underlying picture. 

Insights were also gained when we explored issues of “aggregated judge”. 
When I compared the decision models extracted from decisions made in two different 
military bases we found that these models differed in nontrivial ways. It raised many 
interesting issues on whether these models reflect two different ecologies (i.e., soldiers 
and circumstances were very different), or two different cognitive models (e.g., 
different disciplines and theoretical approaches).  

This led to the idea of exploring individual models; that is, instead of 
aggregating all judges in a setting and trying to model their shared model, I decided to 
examine whether there are discrete individual models, and perhaps a limited set of 
such individual models. Shapira and I conducted the study in the setting of child 
welfare, an area I have been studying ever since. In this study we created a set of 120 
stimulus cases that could be presented to each of the judges in order to estimate an 
individual model. In contrast to the common practice of manipulating case factors in an 
orthogonal design, we tried to follow Brunswik’s idea of “ecological 
representativeness” in the structure of correlations among the case factors. We used a 
computer program that generated a large set of case profiles (10 case characteristics); 
the underlying matrix of correlations was provided by us, trying to introduce inter-item 
correlations that seemed to reflect what we know about these relationships in reality. 
We then had professionals review and judge (judgment of risk and decision on case 
disposition) a sample of case profiles (Shapira & Benbenishty, 1993). 

Since this study I have carried out a large number of studies using the lens 
model, and worked with a rather large number of masters students who have 
conducted their empirical theses on a wide range of decisions in professional settings, 
explicating current practices. Most, if not all, were based on content analyses of case 
files. 



 

  
  

15 

In the last decade or so I carried out studies in the context of the decision made 
by an interdisciplinary hospital team that needs to assess whether a hospitalized child 
is at risk for abuse and neglect and whether the case should be reported to the child 
protection services. I started with studies that analyzed existing files (Arad-Davidson & 
Benbenishty, 2008; Benbenishty & Chen, 2003), but recently I was able to conduct a 
study in which practitioners completed detailed questionnaires on each of the almost 
1000 cases investigated (Benbenishty et al., in press). This study also enabled us to 
move one step further and ask: what happened to the cases that were reported to 
protective services; how many of them were actually substantiated? This is as close I 
got to ask about accuracy of judgment. However, it is limited because due to ethical 
considerations we were not allowed to follow up on cases that were not reported. This 
of course eliminates the possibility of estimating the statistical relationship between the 
practitioners’ judgment and the criterion. Nevertheless, were able to assess how many 
reports made by hospital staff were seen as “mistaken” (very few) and what 
characterizes the cases that upon further investigation of protective service workers in 
the community was substantiated as a case of abuse. 

Finally, my years of working with Bilaha Arad Davidson on decision making in 
child welfare suggested that Brunswik’s work, and even the work of Hammond, have, 
for my work, a major limitation in neglecting the larger context in which decisions are 
being made. Our work in international comparisons of decisions strongly suggests that 
the same cases are being assessed differently in different countries, but there is an 
even stronger effect – decisions on the “same” cases (vignette stimuli) are different in 
different contexts. I do not think that adding an interaction term to the equations to 
reflect a different context solves the theoretical difficulty. While Brunswik was 
addressing basic human perception and Hammond’s work, to my (limited) knowledge, 
did not have context as a major consideration, there seems to be a need to find ways 
of examining real life decisions, in professional areas such as child welfare, with 
context as an integral part of the model. In recent years I have coordinated an 
international study that used vignettes and asked practitioners and students to make 
judgments and recommendation of case dispositions. There were clear differences 
between countries in responses to the same vignettes. This suggests that the context 
of their protective systems had an impact on their decisions. 

It will be great to find colleagues who know and understand Brunswik’s theory, 
to explore the ways contexts can be integrated into our understanding of human 
decision making. 

References and further information: 
Arad-Davidson, B., & Benbenishty, R. (2008). The role of worker’s attitudes and parent and child wishes 

in child protection workers’ assessments and recommendation regarding removal and reunification. 
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Construct-irrelevant mental processes, such as the use of test taking strategies 

like guessing or testwiseness, often affect the validity of test score interpretations from 
standardized educational tests (e.g., Multiple Choice Tests) in a negative way (Kane, 
2013; Rebeck & Asarta, 2012). However, most studies in the domain of business and 
economics using standardized tests have focused on the modeling of construct-
relevant mental processes (e.g., Vernooij, 1995) and neglected construct-irrelevant 
mental processes. Therefore, they must be considered more thoroughly in the analysis 
of mental processes during validation (see Borsboom, Mellenbergh, & van Heerden, 
2004; Leighton, Heffernan, Cor, Gokiert, & Cui, 2011). The analysis of mental 
processes strives to compare the expected processes, modeled by the test 
developers, with the actually observed processes, displayed by the subjects. More 
specifically, mental processes are postulated based on assumptions about the 
knowledge and skills of purposefully selected samples (criterion) and are then 
validated by comparison with the processes verbalized by the subjects in verbal 
reports (predictor) (see Leighton et al., 2011). To support validity, the use of 
compensatory test taking strategies (like guessing or eliminating) would need to vary 
according to the level of knowledge that students have acquired over the course of 
their studies (Hamdan, 1979). Accordingly, subjects with low-level business and 
economic expertise (e.g., students from another field of study) are expected to use 
more compensatory test taking strategies in an economics test, whereas subjects with 
high-level expertise (e.g., students from business and economics degree courses) are 
expected to use fewer such strategies. 
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If there is a perfect alignment between the expected and observed mental 
processes, it can also be described as symmetry – with reference to Wittmann (1990; 
1988) and Brunswik (1955). If the expected processes align with the observed 
processes, their symmetry supports validity; accordingly, asymmetry of the processes 
compromises validity. Hence, this analysis of mental processes bears clear similarities 
with Brunswik’s symmetry and his “lens model” (Brunswik, 1955, p. 206), which can 
function as a framework for the analysis. Like Brunswik’s symmetry, the analysis of 
verbal reports can point to different kinds of symmetries or asymmetries if the final 
choice of a respondent is taken into consideration. For example, it is possible that an 
expert guesses (1st-level misalignment); even though he or she is expected to mainly 
use construct-relevant knowledge and skills. Instead, the expert uses construct-
irrelevant mental processes and may select a wrong answer, which would correspond 
with common guessing behavior and would undermine a valid test score interpretation 
(2nd-level misalignment). Furthermore, it is possible that there are several 
inconsistencies in the response behavior, for example, if the expert guesses, but 
nevertheless selects the correct answer, which would be an inconsistent outcome for 
common guessing behavior (3rd-level misalignment). While this case might of course 
support test score interpretations based on aggregated test scores, it would generally 
put into question a valid assessment of a given construct. Borsboom et al. (2004) and 
Wittmann (1988, p. 539) are in agreement that a “high correlation coefficient can be 
taken as a sign of high [predictive] validity, but it is only a necessary yet insufficient 
condition for high construct validity“, especially since “[…] we see how misleading 
correlation coefficients can be, if we do not know what units they represent”. 

In my study, two groups of students with different degrees of expertise are 
asked to think aloud while responding to 20 business and economic test items in 
closed-ended format.1 The first group consists of students from business and 
economics degree courses, who are considered experts, while the second group 
consists of students of other social scientific disciplines unrelated to business and 
economics, who are considered lay people. The latter are expected to have a general 
understanding of business and economic issues, but do not have professionally 
developed subject-specific mental structures and are therefore expected to use mainly 
construct-irrelevant mental processes when responding to business and economic test 
items. To analyze this issue more closely and to evaluate its use for the validation of 
item score interpretations, three hypotheses are formulated and tested in the following. 

Students use more compensatory test taking strategies when responding to 
items with high psychometric difficulty than when responding to items with low 
psychometric difficulty. 

Both students of business and economics and students of other social scientific 
disciplines unrelated to business and economics give more incorrect answers when 
responding based on compensatory test taking strategies rather than on knowledge. 

Students of business and economics use fewer compensatory test taking 
strategies than students of other social scientific disciplines unrelated to business and 
economics. 

                                                
1	  Altogether,	  the	  sample	  included	  data	  from	  N=120	  item	  responses.	  The	  items	  came	  from	  the	  WiwiKom	  project	  (see	  Zlatkin-‐Troitschanskaia	  
et	  al.,	  2013)	  or	  wiwi-‐kompetenz.de.	  
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The verbal reports were inductively coded multiple times and finally three codes 
were differentiated (“guess” = no sufficient mental representation, “elimination” = 
incomplete mental representation, and “knowledge” = complete mental representation) 
to characterize the mental processes. To ensure reliability of the coding scheme, 35% 
of the data were coded again by a second, independent coder and Krippendorff’s α 
(Hayes & Krippendorff, 2007) was computed. Since this was a primarily exploratory 
analysis the moderate inter-rater agreement (α = 0.7513) passed the required 
coefficient level (α = 0.667 in Krippendorff, 2004). 

With regard to the first question, whether more difficult items (marked by a low 
difficulty index) prompted the students to guess more, a variance analysis was 
conducted comparing the average item difficulty from the total sample of the first 
WiwiKom survey (N = 3783) to the response behavior in the verbal reports. The 
analysis indicated, with a medium effect size, that subjects who used a guessing 
strategy did guess more when responding to items with higher item difficulty (F =
6.406, ρ < 0.01, η!! = 0.103). With regard to the second question, whether guessing 
and elimination led to more incorrect answers, a chi-square independence test was 
conducted and Cohen’s w (Cohen, 1988) was used as a measure of effect size. The 
test indicated, with a high significance, that the two variables (use of compensatory 
test taking strategy and correct answer) are not independent. On the whole, random 
guessing led rather to a wrong answer. For systematic elimination, the percentage of 
correct answers was about 40%. The subjects who did not use guessing or elimination 
gave only four incorrect answers out of 120 responses. This was confirmed with a 
large effect   χ! = 52.444, ρ < 0.001,𝑤 = 0.661 . The findings were the same for the 
specific sub-groups. For both students of business and economic subjects χ! =
19.415, ρ < 0.001,𝑤 = 0.569  and students of social sciences χ! = 31.011, ρ <
0.001,𝑤 = 0.719 , the findings were highly significant with large effect sizes. 
Furthermore, the results to the third question showed that students of business and 
economics did not need to guess as often as students of other social scientific 
disciplines. The students of business and economics answered about two thirds of the 
items based on a substantial mental representation, whereas students of other social 
sciences knew the answers of only one third of the items. The results are statistically 
significant with a medium effect size χ! = 12.015, ρ < 0.01,𝑤 = 0.316 . 

To sum up, the analyses provided preliminary evidence on the validity of the 
item score interpretations. Particularly the test taking strategy of guessing was used 
according to expectations primarily by the sub-group of students of social sciences, 
and it yielded an accordingly smaller number of correct answers. However, in further 
studies much more research efforts ought to be focused on the different types of 
testing strategies – especially the “elimination” strategy. It would be quite possible that 
both groups use this strategy in different ways. One group, having common knowledge 
of business and economics, might tend to ignore some aspects of an item, while the 
other group, having developed professional subject-specific knowledge structures, 
might be able to eliminate some aspects and might thus select a correct answer more 
often. The detailed analysis of this question should also take into account the business 
and economics students’ previous knowledge from an apprenticeship or a part-time 
job and their class work. Another related question is whether the subjects develop 
different mental representations with regard to the item format or the content areas, 
and if they use test taking strategies differently. Furthermore, the use of test taking 
strategies is only one aspect of the complex mental processes taking place during item 
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responding. Subsequent analyses should therefore also focus on construct-relevant 
mental processes as well as on further affective and meta-cognitive aspects. Only this 
way, can item score interpretations be explained in content and also be used for 
analyses of the symmetry of generalizable test score interpretations. In general, it can 
be noticed that lots of research is still needed to ensure extensive validity of test score 
interpretations based on mental processes. But in conclusion, this study showed that 
Brunswik’s symmetry (Wittmann, 1990), which is already a proven method in 
psychological research, is also generally relevant on the item level for analyses of 
mental processes, and it can productively complement analyses on the symmetry of 
factorial and dimensional structures based on aggregated item scores.  
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Over the past couple of decades, dual process (systems) accounts of human 
cognition have preoccupied cognitive theorists and researchers, including those 
working in the JDM field. Much has been said about the pros of analytic thinking and 
the cons of intuition (with the notable exception of Gigerenzer’s work). But, for 
Brunswik, Hammond, and some others (including myself), there is a large middle-
ground between intuition and analysis called “quasi-rationality” (or sometimes common 
sense). Hammond (1996, 2000) formalised this in his “cognitive continuum theory.” In 
addition to highlighting the multi-modal nature of cognition, Hammond points to the 
idea that the mode of cognition applied in a task is induced by the task environment 
itself; hence making it important for psychologists to study the environment. Finally, 
Hammond reminds us that the correspondence between the task and cognition 
represents the upper limit on performance; meaning that pure analysis will not always 
lead to the best performance. Although some dual process theorists (e.g., Sloman and 
Kahneman) do acknowledge the interplay between intuition and analysis, they have 
largely stuck to the extremes of human cognitive behavior. Perhaps this is not 
surprising. But, what is surprising is that Brunswikians appear to have simply ignored 
the cognitive continuum (with the notable exception of some early work by Hamm and 
by Dunwoody). Quasi-rationality is more characteristic of our thinking than the use of 
pure intuition and analysis alone, and yet this concept remains to be precisely defined 
and systematically investigated. In a recent paper, my colleague Mary Thomson (now 
at Northumbria University) and I reviewed the main tenets of cognitive continuum 
theory as well as the empirical work testing this theory, and explored the usefulness of 
quasi-rational thinking in the management domain (see abstract below).  

The notion of bounded rationality is central to studying and understanding 
human cognition and behavior. Some of us investigating the cognitive processing 
models that might describe and predict behavior have suggested that non-
compensatory models are a good candidate for understanding the nature of bounded 
rationality. In the past, I have demonstrated in the legal, criminal and medical domains, 
that non-compensatory models of judgment and choice outperform compensatory 
ones. Recently, I have also found that non-compensatory models are better than 
compensatory models (i.e., the subjective expected utility model) at predicting people’s 
intentions to engage in a whole variety of risky behaviors. I have explored this topic 
with David Mandel (York University, Canada and DRDC-Toronto).  

Below are abstracts for these recent papers: 
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Dhami, M. K., & Thomson, M. (2012). On the relevance of cognitive continuum 
theory for understanding management judgment and decision making. European 
Management Journal, 30, 316-326. 

“Quasirationality” (i.e., the combination of intuitive and analytic thought) is 
increasingly considered to be widespread and beneficial in management. This paper 
provides an overview of this concept as it is defined by Cognitive Continuum Theory 
(Hammond, 1996, 2000), and highlights the relevance of the theory for studying 
managerial judgment and decision making. According to Cognitive Continuum Theory, 
there are multiple modes of cognition that lie on a continuum between intuition and 
analysis. Quasirationality is the prevalent mode of cognition. Cognitive (managerial) 
tasks vary in their ability to induce intuition, quasirationality or analysis, and 
performance is contingent on the correspondence between task properties and 
cognitive mode. Using Cognitive Continuum Theory, management researchers can 
identify tasks requiring different modes of thought, and recognize when quasirationality 
may outperform analysis and intuition. Researchers can also utilize Cognitive 
Continuum Theory to iron out some identified anomalies in the strategic management 
literature and to provide a more refined theoretical framework in this context. 

Dhami, M. K., & Mandel, D. R. (2012). Crime as risk taking. Psychology, Crime 
and Law, 18, 389-403. 

Engagement in criminal activity may be viewed as risk-taking behavior as it has 
both benefits and drawbacks that are probabilistic. In two studies, we examined how 
individuals’ risk perceptions can inform our understanding of their intentions to engage 
in criminal activity. Study 1 measured youths’ perceptions of the value and probability 
of the benefits and drawbacks of engaging in three common crimes (i.e., shoplifting, 
forgery, and buying illegal drugs), and examined how well these perceptions predicted 
youths’ forecasted engagement in these crimes, controlling for their past engagement. 
We found that intentions to engage in criminal activity were best predicted by the 
perceived value of the benefits that may be obtained, irrespective of their probabilities 
or the drawbacks that may also be incurred. Study 2 specified the benefit and 
drawback that youth thought about and examined another crime (i.e., drinking and 
driving). The findings of Study 1 were replicated under these conditions. The present 
research supports a limited rationality perspective on criminal intentions, and can have 
implications for crime prevention/intervention strategies. 

Dhami, M. K., & Mandel, D. R. (2012). Forecasted risk taking in youth: Evidence 
for a bounded-rationality perspective. Synthese, 189, 161-171. doi:10.1007/s11229-
012-0110-2 

This research examined whether youth’s forecasted risk taking is best predicted 
by a compensatory (namely, subjective expected utility) or non-compensatory (e.g., 
single-factor) model. Ninety youth assessed the importance of perceived benefits, 
importance of perceived drawbacks, subjective probability of benefits, and subjective 
probability of drawbacks for 16 risky behaviors clustered evenly into recreational and 
health/safety domains. In both domains, there was strong support for a 
noncompensatory model in which only the perceived importance of the benefits of 
engaging in a risky behavior predicted youths’ forecasted engagement in risky 
behavior. The study overcomes earlier methodological weaknesses by fully 
decomposing participants’ assessments into importance and probability aspects for 
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both benefits and drawbacks. As such, the findings provide clear evidence in support 
of a bounded rationality perspective on youth decision making regarding risk taking. 
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This article summarizes the Feigh et al. (2012) paper on the creation of a 
framework for adaptive systems for researchers and system designers. Adaptive 
systems are the technological component of joint human–machine systems that can 
change their behavior to meet the changing needs of their users, often without explicit 
instructions from their users. The goal of this paper is to present a systematic 
framework to characterize adaptive systems. The appeal of adaptive systems is that 
they can modify their behavior to better meet an operator’s needs. Adaptive systems 
track and sense information about their users, their current tasks, and their 
environment to inform their adaptations. The concept of adaptive automation is 
appealing because it could create the capability of creating computer assistants that 
behave like good human assistants who can provide what is needed without being 
asked. However, the majority of adaptive systems have been experimental rather than 
practical because of the significant technical challenges in accurately perceiving and 
interpreting users’ current cognitive state; integrating cognitive state, environment, and 
task information; and using it to predict users’ current needs. Nonetheless, recent 
developments in sensors to identify users’ cognitive state will undoubtedly increase 
interest and research in adaptive systems over the next few years.  

This paper provides an organizing framework for characterizing adaptive 
systems, identifying considerations and implications, and suggesting future research 
issues. The framework has two parts that (a) categorize ways in which adaptive 
systems can modify their behavior and (b) characterize trigger mechanisms through 
which adaptive systems can sense the current situation and choose an appropriate 
adaption.  

The framework presented here expands existing perspectives on what adaptive 
systems are. Previous descriptions of adaptive systems had a tendency to focus on 
only one type of adaptation: modifications of the allocation of functions performed by 
the user and the adaptive system. This framework acknowledges that there are many 
other ways in which adaptive systems can adapt; for example, by changing the 
amount of detail presented to users (which can be important when they are very 
stressed) or by changing the sensory modality in which information is presented: visual 
versus auditory. For each category, the paper provides technical descriptions, reviews 
the implications and considerations, and provides concrete examples drawn from the 
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literature. The paper also discusses past and current challenges in creating successful 
adaptive systems, recent work to overcome those challenges, and future research 
directions to make adaptive systems more practical, usable, and reliable. 

 

Figure 1. Taxonomy of Adaptations. 

Figure 1 illustrates the Taxonomy of Adaptations for human–machine systems. 
The categories in the first row span the adaptation space and illustrate the four primary 
ways in which a designer might make the automated portion of a human–machine 
system adaptive to adjust to changing needs of the current situation:  

Modification of function allocation. Dynamically changing who (human or 
machine) performs each function, task, or subtask. An example of this adaptation is an 
automatic breaking system on an automobile; human reflexes are sometimes too slow 
to avoid the crash if the other vehicles or obstacles are very close when it is first 
detected. 

Modification of task scheduling. Dynamically changing when tasks are 
performed, including their duration and priority. Smart phones that change the ring 
tone to silent or vibrate when the calendar on the phone indicates that the operator 
has a scheduled activity is an example of this type of adaptation. 

Modification of interaction. Dynamically changing how an automated system 
interacts with the users. Examples include changing the layout of a visual interface, 
the mode in which information is presented and received (e.g., visual, auditory, haptic), 
whether information is exchanged synchronously or asynchronously, and whether 
information is pushed or pulled. For example, the Communications Scheduler 
(Dorneich et al., 2010) adapts soldiers’ communications during high workload times 
and changes the interaction so that instead of pushing information to soldiers as it 
comes in, the soldier must pull information from the system when workload allows. 

Modification of content. Dynamically changing what information it presents to 
the user, including what level of detail or abstraction and categories of information are 
presented. For example, a map display in a car’s navigation system may change the 
information content it displays by showing detailed information when traveling slowly 
though an urban area and a larger view when traveling at highway speeds through a 
rural area.   

Although the top-level categories are mutually exclusive, adaptations in one 
category are likely to be used in combination with adaptations in another.  
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Figure 2. Taxonomy of Triggers for Adaptive Systems. 

Adaptations are designed to support specific situations or contexts and 
accordingly, changes in context can trigger the system to adapt. Figure 2 illustrates the 
taxonomy of triggers. Triggers are based on several classes of information that can be 
sensed, observed, or modeled to create an understanding of context or “what is 
happening in the world” relevant to the adaptive system’s programming. Triggers are 
used to identify when to engage an adaptation, how long an adaptation should persist, 
and when to disengage the adaptation. Prior work on adaptation management has 
focused principally on engagement triggers and neglected duration and 
disengagement criterion. The importance of disengagement triggers has been 
highlighted with aviation accidents caused by unanticipated autopilot disengagement 
(Billings, 1996). Expanding on previous categorizations (Byrne & Parasuraman, 1996; 
Parasuraman, Mouloua, & Molloy, 1996; Rouse, 1988; Sheridan & Parasuraman, 
2006), this taxonomy classifies adaptation triggers into five broad categories:  

Operator-based triggers. Adaptations can be triggered by the operator directly 
or by a system assessment of the operator state. 

System-based triggers. Current or predicted states of the system can be used 
to trigger adaptations. Different modes of system operations can also trigger 
adaptations. 

Environment-based triggers. States of the environment or events external to 
the operator and the system can be used to trigger adaptations. 

Task- and mission-based triggers. A mission is typically composed of a 
coherent set of goals and subgoals and accomplished by a set of tasks. Triggers can 
be based on task state or mission state. 

Spatiotemporal triggers. Both time and location can be used as adaptation 
triggers. 

The drive to design effective adaptive systems stems from a desire to support 
the changing needs of operators in complex, dynamic environments. Research into 
adaptive systems is a direct response to the need to provide multiple automation 
configurations that can be invoked based on the automation’s assessment of specific 
contextual features — a move from point design to robust design. Challenges to 
successful implementation of adaptive systems include the difficulty of unobtrusively 
sense and interpret the user’s cognitive state and implementing and controlling 
automation that can adapt itself. Recent improvements in sensors and classifiers, 
however, have made adaptive systems more practicable and encouraged new 
applications and additional research. The framework presented in this article provides 
a structure to help researchers to organize a diverse set of literature on adaptive 
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systems and help systems designers systematically consider the range of adaptations 
and triggers available.  
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My evolving program of research into expert decision making has applied 
judgment analysis to the decision making of professionals working in sectors including 
health and social care as well as banking; the common aim being to capture how 
different professional groups make certain key decisions in order to enhance the 
decision making of novice professionals. To date I have developed three web-based 
decision aids; the first two aids were funded for development by the Higher Education 
Academy and the ESRC respectively. 

My first application of judgment analysis was in the field of community mental 
health as part of my MSc research, where I examined the factors influencing 
occupational therapists’ decision making as to whether or not to accept a referral. This 
research began with a qualitative study, using interview and think aloud 
methodologies, with 8 experienced community mental health occupational therapists, 
to elicit the nature of information attended to when examining referral information. This 
research was extended as part of my PhD; in collaboration with Professor Ken 
Gilhooly I conducted a quantitative study incorporating the key referral cues identified 
in the initial qualitative research phase in order to model 45 experienced occupational 
therapists’ referral prioritisation policies. As well as comparing these objective policies 
with practitioners’ subjective opinions of their policies, the objective policies were used 
to develop and test (using an RCT) a decision training aid for novice occupational 
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therapists, funded by the Higher Education Academy. The decision aid was found to 
have a positive effect on novices’ decision making capacity. 

I was then invited by Professor Mary Gilhooly (Principal Investigator) to be a co-
grant holder on a New Dynamics of Ageing grant (ESRC administered), researching 
how different professional groups make decisions in cases of suspected elder financial 
abuse. In Phase I we interviewed professionals about actual incidents of suspected 
abuse to identify how they had detected and prevented abuse. In Phase II we 
statistically modelled decision making behavior across a large set of scenarios and 
measured consistency and discrimination in order to identify the experts amongst the 
sample. Phase III was a policy analysis of the relevant documents used by the three 
professional groups so this could be compared with practice behavior. 

I subsequently applied for an ESRC-funded research grant with Co-grant 
holders Professor Mary Gilhooly and Professor Ken Gilhooly, to develop a web based 
training resource for health, social care and finance professionals based on the NDA 
research findings, which was tested for efficacy through a randomized controlled trial. 
This showed a statistically significant positive effect of the training on novices’ capacity 
to detect and prevent elder financial abuse. This was then combined with a range of 
resources as part of a training website to enhance professionals’ decision-making 
capacity in relation to elder financial abuse. 

The website (www.elderfinancialabuse.co.uk) has had over 2000 visitors since it 
was launched in August 2012. The training resources produced have been endorsed 
for member use by Age UK, professional bodies such as the College of Occupational 
Therapists, CIFFAS Fraud detection Agency and the Building Society Association. 

The practical applications of this research program in clinical domains has led to 
a number of approaches from researchers interested in applying the techniques of 
judgment analysis to decision making in their sectors of interest. I am currently 
collaborating with Professor Carolyn Unsworth (La Trobe University, Australia) on a 
United Kingdom Occupational Therapy Research Foundation funded project to explore 
how occupational therapy driving assessors determine whether an older or disabled 
patient is fit to drive. The research is at the stage of identifying expert judgment policy 
to develop training, and we will be undertaking a randomized controlled trial to 
determine the effectiveness of the training on student occupational therapists decision 
making next year. 

I have also recently commenced a research project with Dr Mary Hickson 
(Imperial College London), funded by the Imperial College Healthcare Charity to 
explore how dieticians prioritize referrals for dietetic assessment in acute adult 
services. I am always interested in considering new areas of expert decision making 
research, so please contact me if you have any ideas for potential collaboration.  
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A Contribution to the Debate on Coherence versus Correspondence:  

Examples of Incoherencies in Regulated Medical Markets  
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Contact: chris.huttin@comcast.net 

 
In 2009, the Brunswik society revisited the debate on the use of coherence 

versus correspondence theories especially in medicine (Dunwoody, 2009; Tape, 
2009). 

This contribution to the newsletter aims to provide several examples which 
illustrate the existence of incoherencies in regulated markets, due to bureaucratic 
processes and lack of adjustment with market mechanisms. It shows that the use of 
correspondence theories is particularly useful for the analysis of pharmaceutical 
markets, especially in highly regulated environments. 

The first example concerns user fee policies in socialized health care systems, 
where exemption mechanisms and price regulation procedures can lead to incoherent 
pricing structures. For instance, some governmental policies set user fee levels at a 
much higher level than the production prices; this is considered as an incentive 
mechanism for switching from prescribed medicines to OTC medicines. However, the 
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clinical consequences of such shifts are uncertain and not usually assessed by 
national agencies in a national government. This may also be the result of different 
bargaining power between the two main healthcare professions involved − physicians 
and pharmacists − since switching Rx drugs to OTC drugs mainly benefits the 
pharmacist profession. 

The second example is based on a comparison between branded medicines 
and generics, where generic prices are higher than originators and branded generics 
(generally from originators). This usually happens in countries where the drug price 
regulation is set per company on the basis of their product portfolio. In such a case, 
prices are the result of a negotiation between the government and the company who 
usually prefers to set higher prices for new drugs but accepts then to charge much 
lower prices for former originator drugs (e.g., even lower than their generic 
competitors). When this regulation based at a company level between the national 
price regulatory agency and a company prevails on a medical market, the price 
reduction at the producer level or distribution level is not usually passed to the 
consumer and the split is more directly shared between government and business. 
Therefore, the business–government negotiation results in high discrepancy of price 
structures for consumers and a lack of coherence, especially in the use of multiple 
therapies. In socialized systems, the share which remains with the government in a 
global budgeting system is then redistributed under the social contract in place, but not 
directly to the patients in need of the medications. 

The third example concerns the lack of coherence between international clinical 
guidelines, especially for first line therapy, and physicians’ treatment choices in 
different health systems for similar clinical cases but different budget constraints. 
Among barriers to adoption of guidelines, implicit restraints linked to economics of 
patients, products or physicians can lead groups of physicians, sensitive to similar 
types of cost cognitive cues, to different treatment choices (Huttin, 2004). 
Characteristics of the financing systems that may differently influence physicians in 
different systems are for instance: differences in accountability of their profession for 
the management of drug budgets and referral processes to secondary care; different 
relative prices for drug classes in different states or health care organizations, due to 
different price control regulations in socialized markets; or different discounted 
practices in more competitive markets. 

In a context of a global agenda for health, a research agenda may be needed to 
understand the impact of such incoherencies, especially when international guidelines 
are adopted in market structures with different rates of diffusion of evidence and rates 
of adoption of new drugs. 

A Reversed Conjoint Analysis of Physicians’ Cost Sensitivity can Enhance the 
Role of State Preference Studies for Calibration of Econometric Models of Health Care 
Expenditures 

The use of judgment research helps to explore critical decision points in clinical 
practice; it also helps to interpret trends in health care expenditures that remain 
unexplained with administrative surveys. Therefore, it is relevant to discuss some 
statistical methodological issues for this type of studies, and the special application 
called reversed conjoint studies (see Huttin, 2004): the embedding/scope issue and 
the existence of hypothetical biases. They were recently discussed by Professor 
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Hausman and Professor Carson for the contingent valuation approach in willingness to 
pay studies. A reversed conjoint analysis of physicians’ cost sensitivity aims to explain 
implicit restraints due to financial or economic information interfering with decision 
choices in clinical practice. Such an application shows the value of judgment research 
and such stated preference studies; especially with this topic of patient economics, it 
helps not to limit its measure to out of pocket costs or copayments.  

The Brunswik society could possibly contribute to this topic with discussion of 
efficiency and relevant development of statistical tests in combination with efficiency 
tests used in econometric models run with effective data. The lens model is still useful 
to understand some human decisions especially with the increase of genomic 
medicine and lack of, or poor, evidence for subpopulations. Such studies can help to 
adjust predictors in revealed preference analysis. 
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Mobile Technologies and the Promise of Representative Design  

and Representative Sampling2 
_____________________________________________________________ 
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Contact: robert.kaplan@nih.gov 

 
It is an honor to receive an invitation to contribute to the newsletter of the 

Brunswik Society. In the 1930s, my father was a graduate student at Berkeley and 
Brunswik was a member of his doctoral exam committee. This had a profound impact 
on the way my father thought about science and, perhaps, what values were 
transmitted to me. Even in the 1930s, Brunswik recognized that laboratory 
experiments that manipulated one variable at a time were likely to lead to non-
generalizable results. If we have learned anything in the last 70 years, it is that context 
matters.   

 
                                                
2 The note was adapted from: Kaplan, R. M. & Stone, A. A. (2013).	  	  
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Nonrepresentative Environments 

Science and the practice of health care typically involve bringing patients to the 
controlled environment of a laboratory or clinic. Despite the advantages of the 
psychological laboratory, Brunswik was among the first to emphasize that most 
outcomes of interest are determined by or modified by a wide variety of contextual 
factors. What happens in the laboratory may not be representative of what happens in 
more complex non laboratory environments. These issues have not changed since 
Brunswik’s time. But what has changed is the capability to study behavior in a wide 
range of natural environments and to understand the effects of context. We now have 
methods that sample experiences from every day environments and circumstances. 
New technologies, including cell phones, sensors, and monitors now make it possible 
to collect information outside of the laboratory in environments representative of 
everyday life. In collaboration with Arthur Stone from Stony Brook University, I recently 
reviewed the role of mobile technologies in the assessment of health related 
behaviors, physiological responses, and self reports (Kaplan & Stone, 2013).  

Mobile Technologies. 

An important advance in bringing the laboratory and clinic into natural 
environments is the rapid development of new portable communications technologies. 
Ecological momentary assessment (EMA) involves sampling current behaviors and 
experiences as they occur in the natural environments of everyday life (Shiffman, 
Stone, & Hufford, 2008). This revolution in technology enables studies with 
representative designs to provide the scientific underpinnings of what Brunswik 
advocated (Brunswik, 1955). On the clinical side, ecological momentary interventions 
(EMI) are a direct outgrowth of EMA. EMI methods are intended to take interventions 
(usually behavioral) into the everyday lives of patients. These interventions are 
administered via mobile devices and are momentary in that they happen immediately 
in the natural environment (hence the analogy with EMA).  

The International Telecommunications Union estimated that about 5.6 billion 
cell phones are now in use around the world and that this number will at least double 
(far exceeding the number of people in the world) within the next decade. China, for 
example, has nearly one billion wireless accounts, and the United Arab Emirates has 
nearly two active wireless accounts for each person in the population. Wireless 
communication devices have leapfrogged wired systems. About 91% of US adults use 
a mobile phone regularly. Financial resources have not hindered widespread 
dissemination of these technologies: The fast-growing markets include African 
American and Hispanic users and low-income families. Growing evidence indicates 
that electronic technologies may be the best way to help low-income people change 
behavior (Bennett et al., 2012). The almost universal availability of cell phones means 
that most people are connected to a data collection and intervention apparatus, 
allowing the implementation of representative designs. Technologies are also available 
to collect real-time psycho-physiological responses. Mobile technologies can be used 
to capture, store, analyze, manage, and present population-level data, including 
geographic information system (GIS) data, and potentially to deliver these data more 
efficiently. Research using these technologies could lead to the development of early 
detection and warning systems to address possible disease outbreaks. Further, these 
tools are now being used in clinical trials to capture outcomes in natural environments 
and reduce burden on participants. Remote monitoring and sensing can allow 
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researchers to recruit and follow patients without the need and associated costs of 
transporting them to a research or health care setting. As a result, the trials may get 
higher-quality data at lower costs. 

Do Mobile Health Interventions Work? 

Despite the promise of mHealth technologies, we still have relatively little 
evidence that they can be used to change behavior. Stone and I reviewed the 21 trials 
that we were able to locate in the published literature (Kaplan & Stone, 2013). One trial 
used mHealth intervention in all conditions and only varied content. Among the 
remaining 20 trials, 11 (55%) failed to document a clear benefit of mHealth 
interventions and another 3 (15%) had mixed results. About half of the trials on 
smoking cessation achieved a benefit of text-message-based intervention, whereas 
the record was less clear for weight loss. Most trials failed to show that text messaging 
improved diabetes outcomes. To date, the most consistent positive results are for 
improving adherence to antiretroviral therapy among adults with HIV in the developing 
world. Overall, most of the trials we evaluated failed to show a significant benefit of the 
mHealth interventions and only 6 of 20 trials (30%) demonstrated a clear and 
unambiguous benefit across multiple measures as assessment periods. The 
availability of the new mobile laboratory is likely to have a profound effect on clinical 
practice and on research. But, we need more persuasive evidence that they result in 
beneficial behavior change. 

Our review suggests that mobile electronic technologies have already had a 
profound effect on measurement. Developments in ambulatory assessment and 
ecological momentary assessment have ushered in important advances in our ability 
to study behavior outside of the laboratory. They have made the notion of 
representative design and representative sampling a practical reality. 

In contrast to our positive assessment of the role of new wireless technologies 
for assessment, we remain open-minded yet skeptical about the value of mobile 
technologies for changing health behavior and for improving the health of human 
populations. Although there is clearly great promise, most systematic trials fail to 
support the value of mHealth interventions. Additional trials are needed, and we most 
strongly encourage evaluations of applications that are based on evidence-based 
principles of behavior change. 

Realizing Brunswik’s Contribution 

Brunswik suggested that acquiring large samples of individuals was less 
important than collecting observations of a few individuals in large representative 
samples of situations (Brunswik, 1955). Progress in understanding the impact of 
behavioral settings has been slow because it is very difficult to observe individuals in 
the wide range of circumstances that they encounter. Such research is extremely 
demanding, expensive, and rarely feasible. However, new technologies and 
methodologies now enable the collection of data in a wide range of natural 
environments. With informed consent, we are now capable of capturing information in 
the natural physical and social environment. We are hopeful that these new 
technologies will help us make feasible the science that Brunswik demanded. 
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Esther Kaufmann 
University of Zurich & University of Konstanz 

CH, GER 
 

Last summer Gunhild Wolf gave me the library by Bernhard Wolf which is listed 
below. The goal of this list is to make the scientific community aware of Brunswik’s 
heritage – and also the link to Heider. Please let me know if you have any ideas how 
we can make this literature available for interested researchers. Thank you – also to 
Gunhild Wolf for her gift on behalf of Bernhard to interested researchers worldwide. 
Please let me know if you need a copy of the articles marked by a * – 
esther.kaufmann@gmx.ch. 
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Werner W. Wittmann 

University of Mannheim, 
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Contact: esther.kaufmann@gmx.ch 

 
A part of our analysis on judgmental achievement has been accepted for 

publication by PLoS One (Kaufmann, Reips, & Wittmann, in press). In this study we 
applied a Brunswikian based psychometric meta-analysis (see Wittmann, 1985, 2009) 
to lens model studies on judgmental achievement. In this current study we conduct the 
first psychometric meta-analysis of judgmental achievement studies, in which we 
correct for a number of study design artifacts (e.g., measurement error, 
dichotomization), which may have potentially biased estimations (e.g., of the variability 
between studies) and led to erroneous interpretations (e.g., with regard to moderator 
variables). We identified 31 lens model studies (N = 1151, k = 49) that met our 
inclusion criteria. We evaluated overall judgmental achievement as well as whether 
judgmental achievement depended on decision domain (e.g., medicine, education) 
and/or the level of expertise (expert vs. novice). We also evaluated whether using 
corrected estimates affected conclusions with regard to the success of bootstrapping 
with psychometrically-corrected models. Comparison of the results of the psychometric 
meta-analysis with the results of a traditional meta-analysis (which only corrected for 
sampling error) indicated that artifact correction leads to a) an increase in values of the 
lens model components, b) reduced heterogeneity between studies, and c) more 
successful bootstrapping. We argue that psychometric meta-analysis is useful for 
accurately evaluating human judgment, and show the success of bootstrapping. 

Due to this study we are focusing now on further analysis of bootstrapping 
models in detail. As in our previous analysis, we start the analysis at the individual 
level and would like to compare it with studies at the aggregated – across individuals – 
level. However, as this analysis is in preparation (Kaufmann & Wittmann, 2013), we 
greatly appreciate any comments and ideas for our work, and would like to thank you 
for any interest in it. 
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During the past year, I have been on leave from my position at Texas A&M 

University and have served as Division Director for Social and Economic Sciences at 
the U.S. National Science Foundation. I am beginning the second year in this role. 
This has been an interesting experience and I believe I am engaged in important, 
valuable work, but it has certainly affected my ability to get research done. 
Nonetheless, I have had some modest success with respect to publications during the 
past year. 

My colleagues at Texas A&M University, Arnie Vedlitz, Liu Shi, Jim 
Stoutenborough and I just published a paper in Risk Analysis entitled “Psychometric 
and Demographic Predictors of the Perceived Risk of Terrorist Threats and 
Willingness-to-Pay for Risk Management Programs.” I also published a paper entitled 
“Low-Level Radioactive Waste Disposal Facility Siting: Lessons from the Past, Recent 
Developments, Future Prospects” in the International Journal of Policy Studies. Gary 
McClelland at the University of Colorado, Boulder, and I presented a paper entitled “A 
Signal Detection Analysis of Racial and Ethnic Disproportionality in the Referral and 
Substantiation Components of the U.S. Child Welfare Services System” at the SPUDM 
conference in Barcelona in August. Gary and I are now making revisions to the paper 
for publication in Judgment and Decision Making. Finally, Tom Stewart, Jim Holzworth 
and I continue to work on our next paper stemming from our research program 
investigating how people make selection and detection decisions (e.g., how they to 
decide whether to hire someone or whether a patient has a disease) in the face of 
uncertainty and different feedback conditions.  
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Cue polarity in multiple cue judgment refers to the direction of association 
between cues and a criterion. For cues that have a positive polarity, high cue values 
are associated with high criterion values, such as when high blood pressure (i.e., 
hypertension) predicts increased risk of heart disease and stroke. In contrast, cue and 
criterion values are inversely related for cues that predict negatively, such as when low 
blood pressure (i.e., hypotension) is associated with symptoms of dizziness and 
blurred vision. 

My colleagues and I investigated how people learn positive and negative cue-
criterion associations across a number of studies using the multiple cue probability 
learning paradigm (Rolison, Evans, Dennis, & Walsh, 2012; Rolison, Evans, Walsh, & 
Dennis, 2011). Our studies revealed that people are better able to learn positive than 
negative associations when relevant cues are combined with irrelevant cues in a 
multiple cue learning environment. We found that negative cue learning, but not 
positive cue learning, correlated with individual differences in working memory 
capacity (WMC) and participants’ explicit beliefs about the relevance of the cues 
(Rolison et al., 2011, 2012). However, negative cue learning no longer correlated with 
participants’ WMC or their explicit beliefs when a multiple cue task was preceded by 
training on a task that contained only positive relevant cues (Rolison et al., 2011). We 
concluded that positive cues are processed automatically by implicit associative 
processes that are independent of controlled attention and explicit reasoning. 

More generally, there appears to be something quite automatic about 
processing compatible information such as with positive cue learning. Compatibility 
effects are well documented in studies of perceptual processing. When responding to 
the location of a stimulus on a computer monitor, people are faster to respond when 
stimulus and response sets are compatible, such as when a stimulus that appears to 
the left corresponds to a left key press (Eimer, 1995). Similar to our studies of multiple 
cue judgment, stimulus-response compatibility appears to prime the response that 
corresponds with the stimulus, suggesting that the brain may be hard-wired to process 
compatible mappings (Kornblum, Hasbroucq, & Osman, 1990). In our studies of 
multiple cue judgment we found that irrelevant cues often attracted a slight positive 
weighting in participants’ judgments, despite being irrelevant to predicting the criterion 
(Rolison et al., 2011, 2012).   

Cue polarity effects in multiple cue judgment are strikingly similar to matching 
bias effects observed in studies of human reasoning (Evans, 1998). In the Wason 
selection task, participants are asked to select among a set of instances (i.e., labeled 
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cards that can be turned over) those that would falsify a proposition (i.e., a rule that 
determines what labels are expected on either side of the cards). People show a 
strong tendency to select cards with labels that match the card labels mentioned in the 
rule, rather than select the cards that would falsify the rule. In dual-process theories of 
reasoning it is proposed that this matching bias is generated by an implicit heuristic 
that must be inhibited by analytical thinking for one to reason logically about the task 
(Evans, 2003). 

Our studies of cue polarity effects in multiple cue judgment suggest that there is 
something special about positively predictive cues. In contrast with negatively 
predictive cues, positive cues are learned effortlessly and automatically even in 
complex multiple cue environments. Our findings parallel similar observations in a 
variety of domains, from low-level perceptual processing to high-level reasoning. 
These commonalities across research domains raise the intriguing possibility that 
similar psychological mechanisms might be involved. 
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Referees’ decisions play an important role in sports like soccer and basketball. 

In order to ensure a fair competition, referees’ decisions are supposed to be as 
accurate as possible. Among other decisions, referees have to discriminate between 
foul and legal play and they have to judge the severity of foul play. As a substantial 
proportion of referees’ decisions is wrong, training methods for referees’ decisions are 
needed. However, progress in this field used to be slow as theoretical understanding 
of referees’ decision making was limited. 

We suggest that understanding referees’ decisions can be improved by using 
the lens model framework (Plessner, Schweizer, Brand, & O’Hare, 2009). Referees 
have to judge a distal criterion (e.g., foul play or legal play) by taking multiple cues 
(e.g., players’ positions, players’ speed, position of the ball) into account. The more 
closely referees’ cue utilization mirrors ecological validities, the more accurate are their 
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decisions. As correlations between cues and criteria are probabilistic, there will always 
be a proportion of incidents where referees cannot make correct decisions. From an 
applied perspective, it is important that their decisions are nevertheless predictable. 

Based on these considerations we developed a video-based training method. 
Referees have to watch videos, make decisions and get feedback on the correctness 
of their decisions. Several experimental studies using control groups as well as 
different training groups indicate that the training method is indeed able to improve 
referees’ decisions. First, referees who participate in the training program improve 
their ability to discriminate between options (e.g., foul play or legal play) and to judge 
the severity of foul play (Schweizer, Plessner, Kahlert, & Brand, 2011). Second, video 
training can influence referees’ response tendency, leading to predictable decisions in 
ambiguous situations (Schweizer, Plessner, & Brand, 2013). Interestingly, results are 
in line with the assumption that referees’ decisions are mainly based on automatic 
processing: Outcome feedback without further explanations is sufficient for learning 
success. Only immediate feedback leads to learning effects, whereas delayed 
feedback does not. 

Understanding referees’ decisions using the lens model framework has proven 
beneficial for developing training methods. The lens model might prove even more 
useful for future work: Constructing a lens for referees’ decisions in certain situations 
might help to understand why referees make certain mistakes and how to support 
them avoiding these mistakes in the future. Our work so far suggests that the lens 
model and social judgment theory are not only valuable for primarily theoretical 
research, but that, quite the contrary, they can be exceptionally helpful for getting 
access to applied problems in judgment and decision making. 
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The debate of when and to what extent managerial forecasts should rely on 

linear models or judgmental predictions lies at the heart of our study. Existing research 
discusses the strengths and weaknesses of using linear models or human judgments 
on their own (Dawes, Faust, & Meehl, 1989; Lawrence, Goodwin, O’Connor, & Önkal, 
2006; Meehl, 1996). However, demonstrations of how a combination of both model 
and judge can lead to higher forecasting accuracy are still few and far between 
(Blattberg & Hoch, 1990; Lawrence, Edmundson, & O’Connor, 1986). The finding that 
a simple 50/50 weighting between model outputs and managerial judgment is likely to 
outperform either of the two alone (Blattberg & Hoch, 1990) had a profound impact on 
our understanding of the use of decision support tools and spawned several follow-up 
studies (for example, Hoch & Schkade, 1996; Sanders & Ritzman, 1995; Stewart, 
Roebber, & Bosart, 1997). Our paper examines the robustness of the proposed 50/50 
split in greater depth. In particular, we use empirical data from the music industry to 
analyze the influence of task structure, domain-specific expertise and judgment 
aggregations on the effectiveness of combined model-judge(s) forecasts.  

Empirical Context & Data Collection 

The forecasting event we investigate is the entry position of pop music singles 
in national Top 100 charts. Before a single enters the music charts, it is preceded by a 
promotion period of eight to ten weeks during which it may be broadcast on radio and 
television and may appear in print and online media or as part of a promotional retail 
campaign. Forecasting the success of new artists entails a substantial amount of 
uncertainty about market performance and may therefore be described as an ill-
structured task. Conversely, the success of artists with an established, historical track 
record may be easier to anticipate, and its prediction may be described as a well-
structured task. 

In order to identify the predictor variables to be included in our ecological model, 
we conducted 23 in-depth semi-structured interviews with senior record companies’ 
Artists and Repertoire (A&R) managers in the two largest music markets in Europe: 
Germany and the UK. We generated 210 cue profiles of as-yet unreleased pop singles 
from criteria identified through the interviews, and used online questionnaires to collect 
prediction data over a period of 12 weeks. Our sample comprises 92 A&E managers 
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(the expert forecasters) and a control group of 88 graduate students in the UK and 
Germany (the novices).  

Methods 

Our research design is based on a Brunswikian lens model as used in judgment 
analysis (Brunswik, 1956; Cooksey, 1996). We follow a regression procedure 
introduced by Blattberg and Hoch (1990) to assess the predictive accuracy of a linear, 
best fitting model of the task ecology combined with single as well as aggregated 
judgments. We also test whether task structure and domain-specific expertise 
moderate the optimal relative importance of linear model outputs and individual 
judgment by performing a 2x2 factorial ANOVA using “task structure” and “domain-
specific expertise” as independent variables and the “optimal relative split between 
model and judge” (a factor derived from the lens model analysis) as the dependent 
variable. Our key interest lies in understanding human judges’ ability to extract 
predictive value from contextual information associated with the forecasting problem, 
thereby improving the accuracy of linear models considered on their own (see also 
Blattberg & Hoch, 1990; Hoch, 1987, 1988; Stewart et al., 1997).  

Results and Discussion  

Music experts generally achieve the highest predictive accuracy, pick up the 
highest percentage of unexplained model variance, and exhibit the greatest validity of 
expertise among all forecasters. As expected, linear models outperform the 
respondents least familiar with the predictive task at hand (novices), and individual 
expert judgment proves most powerful when experts assess the chart entry position of 
newcomers. When making predictions in ill-structured tasks conditions, experts pick up 
8 times more unexplained model variance than novices. These individual-level effects 
are consistent across the number of respondents included in each model-multiple 
judge combination, regardless of the method used for aggregating these respondents’ 
predictions. An increase in the number of aggregated judgments also decreases the 
relative importance of linear models, regardless of forecasting task structuredness and 
of the level of domain-specific expertise involved.  

Our results extend Blattberg and Hoch (1990) by demonstrating that the 
proposed 50/50 split may be sensitive to changes in judges’ levels of domain-specific 
expertise. Specifically, the results of our 2x2 factorial ANOVA indicates a positive 
relationship between the levels of domain-specific expertise and the relative 
importance of human judgment in combined forecasts. Our research also offers a 
reconciliation of contradictory findings relative to the predictive performance of linear 
models versus human judges (Lawrence et al., 2006; Makridakis et al., 1993), by 
supporting the view that their relative predictive performance may at least partly 
depend on the moderating effect of task structure.  

Moreover, a significant interaction effect between domain expertise and task 
structure indicates that the model forecast takes precedence in well-structured tasks, 
regardless of domain-specific expertise. In contrast, when facing ill-structured 
forecasting tasks, an increase in domain-specific expertise shifts the optimal model-
judge split towards a heavier reliance on human judgment.  

Finally, our study offers empirical insights into the value of model-multiple judge 
combinations associated with mechanically aggregated group judgments. When 
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considering ill-structured forecasting tasks, the increased value of aggregated 
judgments appears related to an improvement in the collective ability to interpret 
nonlinearities in the task environment. Conversely, when considering well-structured 
tasks, superior forecasting performance is likely to result from a more efficient 
interpretation of linear relationships in the task ecology. These empirical findings 
therefore outline the conditions in which it is desirable to employ expert judges when 
generating predictions. 
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Science begins with doubt. 
Science stresses independence of judgment, not conformity. 

Fang Lizhi: Axioms of Science, New York 
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In economics research, Levinthal and Myat (1994), called attention to the fact 
that positive feedback or lack of negative feedback can lock future paths to current or 
new trajectories, like new theoretical or methodological approaches, development of 
new methods or skills (see also Arthur, 1994). In a similar way, Leonard-Barton (1992) 
emphasized the fact that unwillingness to abandon unproductive knowledge in favor of 
new knowledge (approaches) may turn existing behavior into core rigidity, hindering 
development of creativity and new capabilities. In her book “Creating Capabilities” 
Martha Nussbaum (2011, p. x, Preface) asks: “What are people actually able to do and 
to be? What real opportunities are available to them?”  

In research, the amount of antecedent research publications and projects 
together with the feedback character (positive, negative or ignorance) can naturally 
result in path dependency. As bounded, rational decision makers, even researchers 
are susceptible to what is called path dependency, that is, not only influenced by 
outcomes and achievement but also by underlying factors like beliefs, attitudes, values 
and varying constraints. On an individual level, the single researcher may try to avoid 
path dependency by self-imposed discipline, a kind of bounded rationality. On a 
collective decision level this escape from path dependency is hardly possible. Any 
group that tries to decide by aggregating its members’ views and preferences will run 
the risk of exchanging bounded rationality with a more or less rigid, bounded path 
dependency, that is, the collective decision is bound to be a compromise constrained 
by the decisions one has made in the past (Bennett & Elman, 2006). It may be difficult 
to specify in concrete terms the forces and circumstances that promote resistance to 
path dependency. It might be easier, however, to list some factors likely to predispose 
for path dependency. This problem is discussed briefly by Linn Andersson (2013, pp. 
22-24). It seems reasonable to assume that the following factors, in some way or 
another, are involved in the process leading to path dependency: 

1. Complexity of the problem or tasks concerned 
2. The environment’s uncertainty, changeability with time  
3. Interdisciplinary obstacles, eventual conflicting or competing ideas.  
4. How does the feedback mechanism function, i.e. what are the signals from different 

consumers of the research findings?  
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Path dependency may also be due to a tendency to frame problems and 
scenarios too narrowly (Kahneman & Cavallo, 1993). In Brunswik (1956, p. 58) we find 
the following bold suggestion for how to avoid this narrowness by extending the 
sampling process as follows: “representative sampling is extended from the subjects to 
the objects, from the individuals to the stimulus situations and tests.” Applying this 
definition in research practice means that we can refer our research findings to defined 
causal fields (von Wright, 1971) or to pre-defined ecological domains (Sjödahl, 2011, 
2012) 

Brunswik’s suggestion to extend the sampling procedure to include also the 
object world (i.e., the subject’s personal and impersonal ecology) has not been very 
successful (Gigerenzer, 2006, p. 250). This path dependency on classical sampling 
models hampers any deeper discussion about more complex causal relations 
(organism–environmental). Further, we would expect applicability of research findings 
to be less adequate if research designs exclude sampling of subjects’ ecology.  

Von Wright (1971), reminded us that the word “cause” is generally used with a 
multitude of meanings. In social sciences it is natural to expect that complex functional 
relations get different interpretations according to the interpreters’ different political 
affiliations. This vagueness in interpreting our research results can be lessened if we 
select our experimental tasks as representing a wider, defined causal field, an 
ecological domain defined by a goal and expected consequences of possible decision 
alternatives. A meaningful task becomes a behavioral unit first when it represents an 
anterior phase and a posterior phase. The former represents a purpose, an intention, 
and the latter expected, imaged consequences of corresponding decision alternatives. 
Viewing behavior accordingly, many different research areas easily afford themselves 
for Brunswikian research, for example the following: 1) garden therapy, 2) visual and 
musical art perception, 3) social norms, 4) multisensory perception, 5) psychiatric 
diagnostics.  

According to Simon (1947), decision makers seek to satisfy rather than 
maximize. This generalization certainly applies also to decision researchers choosing 
among presumptive research topics, theoretical and conceptual approaches. We 
would therefore expect that bounded rational researchers make different choices of 
research topics, methodological and theoretical approaches partly due to individual 
differences in aspiration level. It has been proposed by Cyert and March (1963) that 
decision makers evaluate alternatives according to their subjective availability and they 
make risk evaluations biased towards recent experiences (March, 1994). Bounded 
decision makers consider only a limited number of alternatives and a limited amount of 
information (ibid). Information regarding different alternatives is often perceived as 
ambiguous and complex and tends to result in a messy decision-process (Mintzberg, 
Raisinqhani & Théorét, 1976).  

One way out of such a situation may be to resort to routine behavior. Routines 
are described by Simon (1947) as behavior carried out automatically, triggered by a 
certain class of stimuli. A similar definition is found in Nelson and Winter (1982) who 
defined routines as regular and rigid behavior acts elicited by certain stimuli. Such 
classes of stimuli can very well consist of people, for example old people, psychotic 
people or children. It is a strange observation that complaints and shortcomings within 
the medical field are so often explained by referring to faulty routines, when just the 
routine character may be the culprit. You would expect that rigid behavior routines, 
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quite useful sometimes, when failing would be remedied by case-learning and human 
judgment and not with a new routine. Maybe the diagnostic situation within some 
medical fields like psychiatry has become so hampered by practicalities like time-
restraints, costs and failing competence-levels that what was formally regarded as 
qualified, professional skills has declined into routines. Two researchers, Kirk and 
Kutchins (1992) practicing in a psychiatric clinic, report the following observations: 
“The staff at one agency explained that diagnoses were the art of making distinction 
without differences. Psychiatrists would frequently debate the finer points about the 
correct diagnoses but would always prescribe Haldol regardless of the outcome of the 
debate.” (p. 235) 

It is a plausible assumption that psychiatric diagnostics as well as drug 
prescriptions, to a considerable extent, consist in routine behavior. When the Swedish 
National Board of Health and Welfare (1997) examined 8069 psychiatric drug-lists, the 
notes were found all through to be difficult to read and interpret. The report gives the 
following examples: “In 16 per cent of the cases information is missing regarding 
preparation form, strength of the drug, dose interval, date for starting or finishing 
medication. The doctor’s signature is sometimes in the wrong place, sometimes it is 
altogether missing. Many patients are on many drugs, 36 per cent have more than 6 
drugs simultaneously. The drug lists examined by the Swedish National Board of 
Health and Welfare had deficiencies implying that the patient’s safety was neglected.” 
(1997, pp. 61-62).  

Amazingly, not a word is said about how this negligence may be related to the 
diagnostic notes and to follow up measures of the patient’s eventual recovery process. 
When doctors’ recording of simple, factual information is so routinely performed one 
cannot avoid asking: What about the quality of doctor’s more complex, inferential, 
diagnostic notes? Are they also incomplete or routinely performed?  

Further, the use of modern, prefabricated, non-etiological, symptom-lists like the 
DSM-manual can easily turn into routine use, that is, routine category-labeling of the 
patient and drug prescription. Allen Frances (2010), chairman of the task force for the 
descriptive psychiatric symptom manual (DSM-IV), reviewing his earlier work, 
expressed fears for a new, more inclusive DSM manual (DSM-V) with the following 
words; “DSM-V would create tens of millions of newly misidentified, false–positive 
patients. Thus greatly exacerbating the problems caused already by an overly 
inclusive DSM-IV. There would be massive overtreatment with medications that are 
unnecessary, expensive, and often quite harmful” (p. 1). Despite this warning the new 
manual, the DSM-V, has now been published.  

Referring to the World Health Organization (WHO), Gigerenzer (2002) 
presented the following picture of the safety situation within medical care: “In the U. S. 
the average physician-patient contact is five minutes. Most of the information is 
presented in a vocabulary that is unintelligible to the patient. Patients tend to develop 
views of fate or “Inshalla” rather than learning to practice informed content. All is God’s 
will, or the physician’s, why should they worry? The Institute of Medicine estimated 
that some 44000 to 98000 patients are killed every year in U.S. hospitals by 
preventable medical errors and misadventures. It’s as if one lived in a culture where 
death is a desirable transition from one life to a better one” (pp. 16-17). Comparing the 
medical field with commercial aviation Gigerenzer (ibid.) pointed out a reasonable 
cause for the poor safety situation within medical care: “But safety systems such as in 
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commercial aviation… have not been set up in hospitals. In aviation, safety is an 
immediate interest of the pilot: if the passengers die in a crash the pilot will very likely 
die too. The situation vis-à-vis the doctor is different” (p. 21). It is quite possible that 
the degree of ego-involvement is reflected in different safety systems, just as 
Gigerenzer suggested. However, there are other differences between commercial 
aviation and the medical field related to their safety systems.  

In commercial aviation the safety system is built on Flanagan’s (1954) critical 
incident method, defined in terms of the activity goals, consequences of the action, 
and what is expected to be accomplished. Information of this sort becomes an 
excellent background for immediate feedback information, making learning possible in 
order to increase the safety level. Is there any similar safety mechanism aimed at 
learning by immediate task feedback within the medical field? It may be difficult to 
answer that question in general. However, let us take a brief look at the corresponding 
medical safety system in Sweden. For many years a special agency, the Medical 
Responsibility Board, has been in charge of complaints from patients and mandatory 
reports from hospitals on erroneous decisions and treatments. This arrangement was 
complemented in 2011 with a law saying that iatrogenic patient damage, that is, 
erroneous decisions and treatments, should be reported directly to the National Board 
of Health and Welfare. In cases of corrective measures the former organization (the 
Medical Responsibility Board) should still function, that is, suggest corrective 
measures. The bureaucratic arrangement was thus enlarged; did this enlargement 
help?  

Let us look at some results from a study by Örstadius (2012). During 2011 only 
half the number of cases, usually dispatched during a year, was referred for correction. 
Besides thousands of cases dated 2011 there were still about 1400 complaints left 
over from 2010 waiting to be dealt with. This delay meant that many clients had to wait 
more than two years before receiving a response to their complaints. A consequence 
of this waiting is a delayed and limited task feedback to medical personnel and 
educational authorities. Neither learning nor motivational prerequisites for improving 
“on the spot” seems to be considered at all. Often, the patients’ complaints are 
dispatched with a standard phrase like “the clinic has to revise its routines” or “the 
shortcoming depends on system errors”. Neither routines nor system errors, however, 
are easy to correct without any learning opportunities. Sorry to say, this inertia or path 
dependency on routines seems to apply to the Swedish Medical Responsibility Board. 

Quite a number of researchers, mainly within the commercial-economic field, 
have focused on the question: What triggers changes or breaks in routines or path 
dependency? This is an important question of relevance within many subject fields, 
obviously of the utmost concern within psychiatric diagnostics and drug prescription. It 
is, indeed, difficult to expect that any practice-based learning would elicit much change 
of routine behavior or path dependency in psychiatric diagnostics when you learn from 
the study by Groenier, Pieters, Halshof et al. (2008) that causal analyses were the 
least necessary elements in the diagnostic process according to 175 clinical 
psychologists. 

As expected, researchers present different opinions about what triggers 
changes or breaks in ridged, routine behavior or path dependency. Gersick and 
Hackman (1990) suggested the following five different situations which might give rise 
to breaks in regular, rigid routine behavior or path dependency: 
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• encountering a novel state of affairs 
• experiencing a failure 
• reaching a milestone in the life of work 
• receiving an intervention that calls members’ attention to their own group norms  
• having to cope with change in the structure of the group  

Some researchers, for example Cohen et al. (1996), emphasize external 
influences. They propose that routines are fixed until an external event causes them to 
change. On the other hand, Feldman (2000) has shown that routines can change (be 
broken) endogenously when the routine act results in undesirable, unintended 
outcomes. Today, undesirable, unintended outcomes from the psychiatric field have 
become a burden for many societies (Allen Frances, 2009). It is time to break away 
from routines and path dependency, giving room for the following improvements in 
psychiatry (Sjödahl, 2012): 

• better diagnostics, also including causal analyses 
• better treatment alternatives, meaning cooperation between different subject 

specialists 
• better follow-up studies of single cases, planning rehabilitation opportunities 
• better task feedback to diagnosing clinicians to prevent iatrogenic damage 

better working conditions for clinical personal making practice based learning 
posssible	  
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How do people form first impressions of others’ personality? Why do people 

spontaneously like one person, but not the other? Understanding the processes of 
impression formation is essential as first impressions influence people’s daily decision 
making and may have long-lasting consequences. In recent years, social and 
personality psychologists have shed light on the accuracies and inaccuracies in 
judging certain personality traits on the basis of various sources (e.g., offices and 
bedrooms, email addresses, music preferences; see Funder, 2012, and Gosling, 2008, 
for overviews). In many of these studies, behavioral cues were examined as mediators 
for explaining the accuracy of judgments (cf. lens model; Brunswik, 1956; see also 
Nestler & Back, 2012, 2013): For example, in a study by Borkenau and colleagues 
(Borkenau, Brecke, Möttig, & Paelecke, 2009), perceivers accurately judged 
extraversion from facial images. This finding is explained by (a) targets’ extraversion 
expressing itself in facial cues (i.e., cue validity) and (b) lay perceivers basing their 
extraversion impressions on perceivable facial cues (i.e., cue utilization). Perceivers 
used those cues for impression formation that were actually related to the targets’ 
personality (e.g., cheerful facial expression), leading to accurate judgments.  

In our own research (Back et al., 2010; Stopfer, Egloff, Nestler, & Back, in 
press; Stopfer, Egloff, Nestler, & Back, 2013), we investigated first impressions in a 
context that plays an essential role in people’s everyday social lives: online social 
networks (OSNs; for example Facebook). In OSNs, users present themselves in terms 
of a personal OSN profile (including a profile picture, a group list, etc.) and can interact 
with others in numerous ways like posting a message on another user’s notice board 
(see for example, Stopfer & Gosling, 2013, for a more detailed definition of OSNs). As 
OSNs allow for fine-grained analyses of all presented behaviors (e.g., befriending 
others, posting on others’ notice boards), the concrete processes involved in 
personality expression and interpersonal perception can be examined in detail. Using 
OSN profiles, we applied and extended the above mentioned lens model approach to 
understanding impression formation in various ways: 

First, on the basis of Brunswik’s concept of vicarious functioning (Brunswik, 
1956; see Cooksey, 1996, for an overview), cues were thought to be (at least partly) 
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substitutable for one another because of their intercorrelations (i.e., cues are 
redundant regarding what they indicate). Thus, we assumed that accuracy occurs 
even if restricted (sets of) cues were utilized for impression formation; for example, 
when judgments were made on the basis of reduced information only (thin slices of 
OSN profiles). Our findings confirmed this assumption: Openness to experience was 
accurately judged by different groups of perceivers who viewed different thin slices of 
OSN profiles (profile picture, interest field, group list, notice board). 

Second, we hypothesized that cues could be represented as both circumscribed 
behaviors (e.g., a creative OSN profile picture as a cue to infer openness) and thin-
slice impressions (e.g., the openness judgment based on a user’s profile picture as a 
cue for an overall impression of openness based on a user’s full OSN profile). This 
idea was borrowed from the hierarchical judgment design where judgments made 
within one hierarchical layer lay the foundation for the cue values for judgments in the 
next layer (Cooksey, 1996; Hammond, Stewart, Brehmer, & Steinmann, 1975). Again, 
our assumption was proved: The accuracy of judging openness on the basis of OSN 
profiles was mediated by both accurate thin-slice impressions (e.g., based on the 
profile picture) and valid behavioral cues (e.g., creative picture). 

Third, we also applied the lens model approach towards understanding 
impression management and meta-accuracy as phenomena that are based on cue-
expression and cue-perception processes: Our results showed that targets expressed 
their desired impressions (how they wished to be viewed by others on the basis of 
their OSN profiles) in terms of behavioral OSN cues (e.g., a self-promotional group list) 
and perceivers, in part, utilized these cues for impression formation, leading to 
distorted personality impressions. For meta-accuracy (knowing how one is viewed by 
others), we were able to show that both targets and perceivers utilized behavioral cues 
for impression formation: For extraversion, targets utilized cues to infer how others 
might judge them on the basis of their OSN profiles (e.g., the extent of detail of the 
OSN interests field), and perceivers utilized the very same cues to judge the targets’ 
personality, leading to meta-accuracy. 

Finally, we investigated how personality differentially affected peer-perceived 
popularity (status) and sociometric popularity (liking) and why. Our results showed that 
targets scoring high on agency were ascribed a high status, whereas targets scoring 
high on creativity or communion were liked. Brunswikian lens model analyses revealed 
mediating behavioral cues: For example, agentic targets tended to have many entries 
from other sex peers on their notice boards; perceivers, on the other hand, utilized the 
number of notice boards entries from other sex peers to infer a target’s status, 
explaining the agency-status link. In sum, the Brunswikian lens model can serve as a 
valuable tool for fostering our understanding of the processes of expressing 
personality and judging personality and popularity. We wish to encourage researchers 
to continue applying and extending the lens model approach to understand meaningful 
social phenomena. 
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Processing fluency is the experienced ease of ongoing cognitive processes; 
people experience this ease from perception, from retrieval, or from generation of 
information. In other words, mental processes vary on a dimension from easy to 
difficult, from fluent to disfluent. For example, it is easier to read this Word compared 
to this Word, and it is easier to calculate 3 x 3 than to calculate 17 x 24. 

Importantly, this fluency experience influences many judgments and decisions: 
fluently perceived names are judged as famous, fluently read statements are 
evaluated as true, and fluently retrieved events from memory are estimated to be likely 
and frequent. The latter example is probably the most famous example of fluency 
effects in judgments, provided by Tversky and Kahneman (1973). In their seminal 
study, participants judged the frequency of words starting with “r” and words that have 
“r” as the third letter. Although objectively, the latter words are more frequent, 
participants judged the former words as more frequent, simply because these words 
come easier to mind. Forty years later it seems almost self-evident that frequency is 
judged via retrieval fluency (or availability, to use Tversky and Kahneman’s term). Yet, 
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fluency experiences influence many judgments about other properties of the empirical 
world, such as fame (Jacoby, Kelley, Brown, & Jasechko, 1989), ability (Greifeneder et 
al., 2010), the economic value of stocks (Alter & Oppenheimer, 2006), the gross value 
of companies (Hertwig, Herzog, Schooler, & Reimer, 2008), or the truth of statements 
(Unkelbach, 2007). 

The open empirical question is how one, at least theoretically, unitary 
experience influences judgments about so many different aspects of the empirical 
world. To answer this question, we used Brunswik’s lens model to formulate a general 
model of fluency effects (Unkelbach & Greifeneder, 2013). What all this properties 
have in common is that they are distal concepts; there is no sensory input that allows 
to judge fame, economic value, or truth. Thus, people must rely on proximal cues to 
judge these distal properties. A prominent example is truth: to judge the truth of a 
statement, people can rely on coherence, preciseness, immediacy, source credibility, 
and vividness. For our model, we assumed that individuals use fluency in a similar way 
as a proximal cue to form judgments about distal criteria – such as liking, frequency, or 
truth. In other words, fluency is a general metacognitive cue that is common to all the 
examples provided above. 

As the lens model has two sides, the ecological correlation and the cue 
utilization, it is possible to test the model that fluency functions as a general 
metacognitive cue. A number of experiments manipulated the correlation of the cue 
with the distal criterion. In other words, they created learning environments in which 
high fluency correlated with the opposite of the standard effect (e.g., unfamiliarity, 
falseness). Indeed, when the correlation of fluency with the criterion changed and 
people were able to learn this via feedback, the influence on judgments reversed as 
well (Unkelbach, 2006, 2007; Unkelbach & Stahl, 2009). 

These experiments represent an idealized world in which a cue’s ecological 
correlation (i.e., its validity) indeed determines the cue’s utilization (i.e., its weight in a 
judgment). However, in many cases, ecological correlation and cue utilization do not 
match (Karelaia & Hogarth, 2008); for the fluency case, these are the instances when 
the influence of fluency is rightfully termed a bias or an unwanted influence; for 
example, when statements are believed because one has heard them before (e.g., 
Begg, Anas, & Farinacci, 1992), or when stocks are rated higher simply because their 
names are easy to pronounce (Alter & Oppenheimer, 2006). Nevertheless, we believe 
it highly fruitful to conceptualize processing fluency as a metacognitive cue within the 
lens model framework. It allows other cues to be integrated into judgments in a linear 
fashion (in contrast to a fluency heuristic view; Hertwig et al., 2008) and it allows for 
the cue utilization to change when the ecological correlation changes (in contrast to 
naïve theories; Schwarz, 2004). In addition, it emphasizes the adaptive nature of 
human cognition instead of the possible pitfalls and biases in human reasoning. 
Foremost, the lens model approach explains how fluency influences so many distinct 
properties environment, such as liking, fame, truth, ability, justice, or economic value. 
Simply because people have no directly available informative about these properties, 
they must rely on proximal cues; and the experienced ease of ongoing cognitive 
processes, that is, processing fluency, might be one of the most prominent and readily 
available cues.  
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